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Abstract With the in-depth development of education informatization, the optimal construction of co-curricular 
heterogeneous course resources and the recommendation of personalized learning paths have become an 
important research field in the education sector. In this paper, we propose an algorithm for the optimal construction 
of heterogeneous course resources and learning path recommendation based on subject knowledge mapping. 
Firstly, based on the linear chain conditional random field model and the relational multi-classification model, the 
recognition of named entities and the extraction of entity relations are accomplished respectively. Then the 
relationships between the obtained subject knowledge points are inputted into Neo4j graphical database to complete 
the visualization of subject knowledge graph. The smart learning E-GPPE-C model and the constructed subject 
knowledge graph are combined to construct the learner portrait and complete the design of the learning path 
recommendation algorithm from four cognitive levels. The entity recognition and relationship extraction models in 
this paper both obtain more excellent experimental results, and the learning path conforms to the law of gradual 
progression in education, obtaining much higher than the comparative algorithm P@20 value, which reaches 75.45. 
The method in this paper can effectively explore more scientific learning paths, provide a method for the optimization 
of the resources of co-curricular heterogeneous courses, and provide support for personalized education. 
 
Index Terms subject knowledge graph, linear chain conditional random field model, named entity recognition, 
knowledge graph visualization, learning path recommendation 

I. Introduction 
With the rapid development of information technology, digital transformation has gradually become a reality that all 
industries need to face. The field of education is also advancing with the trend of the times, and gradually began 
the transformation of digital education. With the help of modern advanced science and technology, educators 
optimize the design of the curriculum, and through the rich and diverse forms of curriculum teaching and teaching 
resources, stimulate students' senses, focus students' attention, expand students' knowledge system, which not 
only can improve the teachers' own teaching level, but also can improve the students' learning effect and ability to 
think [1]-[3]. Among other things, digital transformation has enabled educational resources to be more widely shared 
and open. The traditional education model is limited by time and space, while the digital transformation breaks this 
limitation, so that learners can access the required educational resources anytime and anywhere, such as online 
databases, online courses, e-books and other open educational resources, and such a change improves the 
popularity and equality of education, so that more people can enjoy high-quality educational resources [4]-[7]. The 
construction and application of digital curriculum resources is an important part of the “classroom revolution” [8]. 

Educational information resources show a trend of massive growth, how to quickly and accurately obtain the 
required content from these resources has become a major challenge in the field of education. And recommendation 
algorithm is the best way to solve the above challenges. Through recommendation algorithms, on the one hand, 
educational information resources can be more reasonably distributed and utilized, so that quality resources can 
better serve learners and improve the quality of education. On the other hand, educational information resources 
can also be adjusted and optimized in real time according to learners' feedback and behavioral data to provide 
personalized services for learners to enhance their experience and learning satisfaction [9], [10]. Digital course 
resources have become the most basic means of supporting education at present. At this stage, in order to better 
enhance the quality of education and improve the independent learning ability of students, institutions compete to 
introduce digital curriculum resources to create an advanced and diverse learning atmosphere for student education, 
so as to achieve the teaching goal of independent learning [11], [12]. At the same time, educational curriculum 
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resources are also facing the overload of similar teaching resources, and the high level of content differences 
between resources of the same class, and the low degree of matching between the knowledge structure and the 
knowledge system associated with it, which makes it difficult for students to accurately access the required 
resources, and increases the cost of time for resource finding [13]-[15]. In addition, the recommendation program 
of course resources does not match the current demand in real time, which is easy to cause the recommended 
resources to deviate from the demand, and the usability of the program is reduced [16]. 

Knowledge graph (KG) is a knowledge network that describes the real-world entities and their interrelationships, 
where entity characteristics are represented in the form of “attribute-value” pairs, and relationships between entities 
are represented by edges in the network [17]. It can form a common understanding of domain knowledge and 
realize the representation, sharing and reuse of knowledge. In the field of educational resources, Huang and Yang 
[18] used KG technology to construct geography curriculum resources, which efficiently demonstrated the 
correlation between geography knowledge points and facilitated the use of resources by students with diverse 
learning needs. Li et al [19] combined AI and KG technologies to mine classification and knowledge association of 
teaching resources respectively, so as to realize the integration of educational resources and facilitate efficient 
access and utilization of teaching resources. Niu et al [20] proposed a learning resource recommendation method 
for online courses using KG and collaborative filtering by simultaneously considering students' learning needs and 
their preferences for different modal learning resources. Wei and Yao [21] co-constructed a course learning resource 
recommendation model based on KG technology for knowledge association of resources and incorporating 
personalized interest similarity calculation. Ma et al [22] designed a new model for learning resource 
recommendation, mainly based on KG technology, applying graph embedding algorithm, graph matching technology, 
and learning style theory to achieve more accurate resource recommendation from resource similarity identification 
and student interest. These researches provide theoretical support for KG to optimize the construction of resources 
for co-curricular courses. 

In this paper, a named entity recognition algorithm based on CRF model is designed, and the algorithmic 
framework for named entity recognition is designed in detail from three levels: corpus preprocessing, feature 
extraction and model training. On the basis of the traditional entity relationship extraction algorithm, positional 
features are added to distinguish different entity relationships, and feature enhancement method is used to optimize 
the effect of entity relationship extraction. Subsequently, Neo4j graph database is introduced to complete the 
construction and visualization of subject knowledge graph. A learner portrait portrayal method combining the E-
GPPE-C model framework is then proposed from four aspects, and the recommendation process of learning paths 
is refined from four different directions: current cognitive state annotation, target learning state annotation, group 
learning path planning, and personalized learning path recommendation. Comparative experiments are used to 
verify the performance of the named entity recognition and entity relationship extraction models of this paper, and 
the effectiveness of this paper's method on the optimization of co-curricular and heterogeneous course resources 
and the recommendation of learning paths is verified on three different disciplinary datasets. 

II. Machine learning-based knowledge extraction of co-curricular curriculum resources 
II. A. Named Entity Recognition Based on Linear Chain Conditional Random Fields 
II. A. 1) Principles of Linear Chain Conditional Random Field Modeling 

Let X  and Y  be random variables, ( | )P Y X  be the conditional probability distribution of Y  given X , and a 
conditional random field is an undirected graphical model trained by maximizing the conditional probability 
distribution ( | )P Y X , i.e., it satisfies Markov property. Linear chain conditional random fields are often used for 
sequence labeling, where X  denotes the observation sequence or input sequence, and Y  denotes the 
corresponding state sequence or output sequence. For example, in a secondary school chemistry textbook, let the 
observation sequence X  be “Aluminum reacts with sodium hydroxide solution”, and its corresponding state 
sequence Y  be “Aluminum/Knowledge point reacts with/other sodium hydroxide/Knowledge point 
solution/other/other”. 

Given an observation sequence X , the conditional probability of a state sequence Y , where ( )Z x  is the 

normalization factor, kt  and is  are the eigenfunctions, and k  and   are the weights, is said to indicate that 
the conditional random field is determined by the eigenfunctions and their weights. 
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Given an observation sequence x , the conditional probability of predicting the state sequence y . The CRF 
model is trained by maximizing the conditional probability ( | )P y x , i.e., the maximization of the probability of 

correctness of the prediction of the state sequence. The eigenfunctions kt  are called transfer features and depend 

on the state at the previous and current positions. The characteristic function is , called the state feature, depends 
only on the state at the current position. Both depend on the position, are localized feature functions, and usually 
take the value of 0 or 1, 1 when the condition is met, and 0 when it is not met. 
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From the above, the problems that need to be solved for training CRF models are feature selection and parameter 
estimation. Feature selection is to choose the appropriate set of features for the CRF model with respect to the 
corpus, and the features influence each other and depend on each other. Parameter estimation refers to selecting 
appropriate weights for different features from the training data, and the larger the weight, the greater the influence 
of the feature. CRF models generally use maximum likelihood estimation [23] to adjust the parameters. 

 
II. A. 2) Named Entity Recognition Framework for Secondary School Subject Areas 
The named entity recognition framework based on linear chain conditional random field in this chapter is shown in 
Fig. 1, which consists of three main parts, namely corpus preprocessing, feature extraction and model training. 
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Figure 1: Entity recognition framework and process 

II. A. 3) Feature extraction for linear chain conditional random field models 
In this chapter, domain lexicon, lexical features, word boundary features, indicator features, keyword features, 
transfer features and context window features are extracted while training the CRF model. Lexical features i.e., the 
lexical properties of each word in the labeled text. Since in general the extracted entities are nouns, but some of the 
entities extracted in this chapter are combinations of English and numbers, lexicality can be used as a key piece of 
information to distinguish entities from non-entities. 

There are three choices for the description of word boundaries, which are two-word position labeling set, four-
word position labeling set and six-word position labeling set. 

In this chapter, the four-word position description method is selected. This feature provides effective information 
about the position of entity words since it preserves the positional relationships between words in each word and 
between different words. 

The construction of domain lexicon is important for domain-specific named entity recognition, which relates to the 
accuracy of textual disambiguation and adds a priori knowledge for named entity recognition. Based on the 
curriculum standards, this chapter uses TF-IDF statistical word frequency method to obtain high-frequency 
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occurrence of subject words for different types of entities extracted, and constructs domain dictionaries through 
subject words to assist Chinese word separation. 

 
II. B. Feature Enhancement Based Multi-Categorical Entity Relationship Extraction 
II. B. 1) Entity Relationship Extraction Algorithm Framework 
In the process of constructing the knowledge graph [24], the links between entities can be obtained from the corpus 
through entity relationship extraction to form a net-like knowledge structure system. The extraction of relationships 
between knowledge points is accomplished from the corpus related to the experimental courses, so as to construct 
the knowledge graph of the experimental subjects in secondary schools. 

The entity-relationship extraction framework designed in this chapter is mainly divided into three parts, which are 
corpus preprocessing, feature extraction and relationship multi-classification module, and the entity-relationship 
extraction framework is shown in Figure 2. 
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Figure 2: Physical relationship extraction framework 

Most of the feature-based relation extraction classifiers use SVM, and in order to get better classification results, 
KNN classifier is also selected in this paper. Both types of classifiers are suitable for text classification, especially 
can get better classification effect on small sample training set. In addition, the KNN classifier only collects samples 
in the training model stage, and then carries out the classification process when it receives the test samples, so the 
time overhead of model training is zero, and the classification efficiency is high. Therefore, a two-layer machine 
learning classification approach was used for the extraction of relationships between knowledge points. 

 
II. B. 2) Feature Extraction Based on Relational Multi-Classification Models 
Based on the above analysis, in this paper, we will extract features from four aspects to train the multi-classifier: 
basic features of entity pairs syntactic semantic features, positional features and word vector based features. 

Features of the entity pair itself. The features of the entity pairs themselves contain the basic information of the 
entities. The features of the entity pairs themselves selected in this chapter are the average length of the entity 
pairs, the distance between the entities, and the type of the entities, respectively. 

Characteristics of the sentence in which the entity pair is located. Unlike the features of the entity pairs themselves, 
the sentence level features obtain long distance dependencies between words from the perspective of human 
understanding of natural language. In this paper, positional features are considered to enhance the categorization 
of entity relationships. 

Word vector-based features show that the word vectors of similar words in the text are closer in the vector space, 
and richer semantic information of words can be obtained in the low-dimensional vector space. In this paper, the 
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word vector model trained by textbook text is used to calculate the cosine similarity between word vectors of entity 
pairs in the vector space, and the similarity between knowledge points is used as a feature to train the classifier. 
The similarity is calculated as shown in the following equation, where iw  and jw  are two entities that are not the 
same in the text. 

 ( , )
| | | |

i j
i j

i j

w w
Sim w w

w w





 (4) 

There are two commonly used word2vec models, the CBOW model and the Skip-gram model.The CBOW model 
has the advantage of being efficient, however, it ignores the order of the context words, making this representation 
less than reasonable.The Skip-gram model, on the other hand, models the posterior probability of a target word to 
a context word by constantly adjusting the vector of context words through the target word, i.e., the solution formula: 

 |( ) ( )|
i

context m i m
w C

p e w p w w


   (5) 

Compared to the CBOW model, the Skip-gram model is less efficient but more accurate and more suitable for 
small sample training. Therefore, the Skip-gram model is used to train the word vector model in this section. 

 
II. C. Entity Recognition Experiment Results and Analysis 
II. C. 1) Data sets and evaluation indicators 
In this chapter, subject domain datasets are used to validate the performance of the model, the datasets are 
obtained from the existing math textbook materials in the context of co-curricular heterogeneity as well as through 
crawlers, and the datasets are manually labeled, expert quality control, and the ratio of the division of the training 
set, the test set and the validation set is 8:1:1. 

In this chapter, Precision (P), Recall (R) and Fl values are used to consider the accuracy and completeness of 
model recognition in a comprehensive way, which can be referred to the following equation: 
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where pF  denotes the number of samples that are actually negative but that the model incorrectly predicts as 

positive, pT  denotes the number of samples that are actually positive and that the model correctly predicts as 

positive, and NF  denotes the number of samples that the model incorrectly predicts as negative when they are 
truly positive. 

 
II. C. 2) Experimental results 
The comparison models used in this chapter are specifically the following: 

BiLSTM-CRF: Sentence context semantic features are extracted by BiLSTM, and CRF learns potential 
relationships between sequences and excludes labeled sequences that do not conform to the rules. 

IDCNN-CRF: Sentence semantic features are extracted by IDCNN and CRF predicts labeled sequences. 
BiLSTM-IDCNN-CRF: the sentence is modeled by BiLSTM, the obtained features are sent to the IDCNN layer, 

and finally the prediction results are corrected by CRF. 
BERT-BiLSTM-CRF: a commonly used sequence annotation model that uses BERT model for pre-training and 

inputs word vectors into BiLSTM to extract features, and finally the prediction results are corrected by CRF. 
BERT-BiLSTM-IDCNN-CRF: This model uses the BERT model for pre-training and then inputs the trained word 

vectors into BiLSTM and IDCNN to extract features and combine them, and finally the prediction results are 
corrected by CRF. 

LEBERT-BiLSTM-IDCNN-CRF: lexical information is fused into the sublayer of Transformer on the basis of BERT-
BiLSTM-IDCNN-CRF. 
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SVR-BiGRU-CRF: The embedding layer uses word, lexical and positional information, and the coding layer uses 
a bi-directional gated recurrent unit with a combined CRF model. 

The advantages and disadvantages of the proposed methods are analyzed by comparing the entity recognition 
results of the seven models. Table 1 shows the experimental comparison results of the seven models. 

Although the number of parameters of the model proposed in this chapter increases, its precision rate, recall rate 
and F1 value reach the optimum, and compared with the better-performing SVR-BiGRU-CRF model, the precision 
rate, recall rate and F1 value of this paper's model are improved by 0.97, 0.71 and 0.99 percentage points, 
respectively, which effectively reduces the model's underreporting rate. 

Table 1: Comparison of the target values of different models 

Model P R F1 

BiLSTM-CRF 83.55 86.95 85.04 

IDCNN-CRF 86.62 86.07 86.01 

BiLSTM-IDCNN-CRF 86.67 88.12 86.99 

BERT-BiLSTM-CRF 87.38 88.96 88.09 

BERT-BiLSTM-IDCNN-CRF 88.53 88.98 88.96 

LEBERT-BiLSTM-IDCNN-CRF 90.03 90.01 90.09 

SVR-BiGRU-CRF 90.61 91.25 90.99 

This model 91.58 91.96 91.98 

 
II. D. Entity Relationship Extraction Experiment 
II. D. 1) Data sets and evaluation indicators 
Existing co-curricular heterogeneous mathematics subject data, after entity identification, slicing the entity-
containing data into individual sentences and manually annotating them to determine the type of relationship 
between the entities in each sentence, results in a dataset that can be used for training relational extraction models. 
This chapter sets the data structure discipline dataset to 11 relationships. 

The following metrics are used as evaluation metrics in this chapter: 
Precision-Recall (P-R) curve: plotted according to different classification thresholds and used to evaluate the 

performance of the classification model, each point on the P-R curve represents the precision and recall under a 
classification threshold. 

P@N: represents the accuracy of the first N predictions, which is used to measure the performance of the model 
in a given ranking range. 

AUC value: the area under the P-R curve, if one P-R curve completely wraps around the other P-R curve, the 
learner represented by the former is considered to have better performance, when the two appear to cross, the size 
of the AUC value is generally used for comparison, the higher the AUC value, the better the classification effect. 

 
II. D. 2) Experimental results 
To validate the performance of the models in this chapter, the results are compared with those of the following four 
models and the advantages and disadvantages of the proposed methods are analyzed. 

PCNN+MIL: Combining multi-instance learning in PCNN to cope with the data noise problem. 
PCNN+ATT: Add sentence-level attention mechanism to assign weights to sentence vectors to cope with the data 

noise problem. 
BGWA: Introduces attention at word level and sentence level respectively and uses BiGRU to extract sentence 

features. 
EMSA+PCNN: uses multi-head self-attention to compute and assign weights for word-level attention allocation, 

and uses the semantic representations of the head and tail entities as the basis for weight allocation for sentence-
level attention allocation. 

Figure 3 shows the P-R curves of different models, Table 2 shows the comparison of AUC values and P@N and 
P@M values. 

The P-R curves of this paper's method can maintain high precision and recall under different thresholds, which 
verifies the effectiveness of this paper's method in solving the problem of frequent mislabeling in remote entity 
relationship extraction. The P@N, P@M and AUC values of this paper's method are significantly improved 
compared with the better-performing EMSA+PCNN, and the P@M and AUC values are improved by 2.8 and 2.4 
percentage points, respectively, compared with the EMSA+PCNN model, which indicates that this paper's entity-
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relationship extraction model is able to better capture the key semantic information in the input sequences, and 
alleviate the impact of packet-level noise on classification. . 

  

Figure 3: The different models are in the P-R curve of the class data set 

Table 2: Comparison of indexes of different relationship extraction models 

Model P@100 P@200 P@300 P@M AUC 

PCNN+MIL 66.5 61.5 57.7 61.7 32.5 

PCNN+ATT 68.9 63.5 59.9 63.6 34.6 

BGWA 74.0 71.5 68.6 71.4 37.8 

EMSA+PCNN 84.1 78.2 72.3 77.6 38.5 

This model 84.7 81.4 77.5 80.4 40.9 

 

III. Knowledge mapping of co-curricular courses 
III. A. Neo4j graph database 
Most of the knowledge graph is based on the structure of the graph, the current knowledge graph storage methods 
are mainly two: RDF format storage and graph database.RDF format to store data is in the form of ternary groups, 
such as Google's open Freebase knowledge graph, is in the form of text line by line to store the ternary groups. 
Through experiments and various forms of use found that the method of graph database to be more more general, 
and now more typical open source graph database is Neo4j. In this paper, we will use the Neo4j graph database 
for the construction of knowledge map, the mathematical knowledge points and the relationship between the 
knowledge points obtained earlier imported into the database, to achieve the construction of the knowledge map. 

Neo4j graph database is a non-relational graph database, which is mainly in the form of a graph, to represent the 
nodes and the relationships between the nodes. Where nodes represent entities and relationships represent 
relationships between entities. Showing the correlation between data in the form of a graph allows one to visualize 
the structure of that knowledge system. Like other non-relational databases, Neo4j has efficient query capabilities. 

Nodes and their relationships are stored in the Neo4j graph database to express rich entity content.Neo4j is 
relatively more suitable for storing semi-structured and unstructured data. Compared with some relational databases, 
there is an absolute advantage.Neo4j database query performance is very high, it reflects the association of entities 
itself, the creation of nodes corresponding to the construction of the connection. 

Neo4j graph databases are widely used in several applications, such as: recommendation engines, community 
networks and so on. In addition, Neo4j graph databases are used in medical, financial and educational fields to 
store data and visualize the knowledge graph, which can better manage the associated data. And in the process of 
large-scale data growth, it can also have better adaptability. 

 
III. B. Knowledge graph visualization 
Knowledge mapping focuses on entity identification and relationship identification. In the drawing of knowledge 
mapping in the subject of co-curricular mathematics, what we need is the mathematical knowledge points and the 
relationships between them. In this paper, we mainly use the obtained mathematical knowledge points and 
relationships between knowledge points to import them into Neo4j graphical database to store and draw 
mathematical knowledge mapping. The process of knowledge mapping is shown in Figure 4: 

What is shown in the figure is a part of the mathematical knowledge mapping, which contains some knowledge 
points and the relationship between them. From the figure, it can be seen that a knowledge point are with more than 
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one knowledge point can establish a relationship between them, indicating that there is a great connection between 
the various knowledge points, after mapping the relationship between mathematical knowledge points and 
knowledge points, whether it is a teacher, a student or another researcher, as long as you want to get the relationship 
between the various knowledge points of mathematics, you can get it through the mapping query. Through the 
established knowledge map, the whole knowledge structure of mathematics is more expressive. 
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Equation

Quadratic

Quadratic 
equation
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Equation

Squared

anto other

otherbelg
 

Figure 4: Visual display of some mathematical knowledge graphs 

IV. Knowledge graph-based learner profiling and learning recommendation 
IV. A. Learner portrait construction based on subject knowledge mapping 
Learner portrait construction firstly needs to design the learner portrait model. Secondly, it is necessary to collect 
learners' learning big data according to the learner portrait model, and carry out data pre-processing such as data 
cleaning, data transformation, data normalization, etc. on the learning data. Once again, intelligent technology is 
used to calculate and model the learning data in order to accurately portray the learner's learning situation, and 
finally, visualization technology is used to present the learner portrait. 

Based on the knowledge system, problem system and ability system in subject knowledge mapping, this study 
collects learners' learning characteristic data, learning behavior data and learning result data, and proposes the 
process framework for constructing learner portraits in the E-GPPE-C model in four aspects, namely, learner portrait 
structural design, data collection and preprocessing, learner portrait generation, and learner portrait output. 

By analyzing the literature on smart learning and learner portrait, this study designs the learner portrait structure 
in the E-GPPE-C model from three dimensions: basic feature attributes, learning behavior attributes, and learning 
result attributes. 

Learning data collection and preprocessing are the basis of learner portrait construction, which is described in 
the following from two aspects: learning data collection and learning data preprocessing. 

Learner portrait generation refers to the process of acquiring learners' learning big data by using intelligent 
technologies, learning terminals and learning systems, and analyzing and calculating the data so as to describe the 
learners in multiple dimensions, and the specific generation process is shown in Figure 5. 

Learner portrait label portrayal based on learning process data mainly refers to the process of labeling learning 
behavior data such as learning styles, cognitive levels and learning styles. In this study, L1 regularized SVM 
clustering algorithm is used to filter learners' learning behavior data, generate sparse weight matrix, and achieve 
feature selection for labeling learning style data. 

The learning outcome data mainly come from regional monitoring data, school-level monitoring data, regular 
teaching and independent practice data, which are acquired mainly from test questions. 

It is known that a monitoring data matrix 1 2 3( , , ,..., )NY y y y y , Y is N*J dimensional, N means there are N students 

and J means there are J questions. The initial values of each parameter 0 0 0 0 0, , , ,Ks Mr Td Tt Tc  are obtained, and 

0Ll  is computed as shown in the following equation: 

 0 0 0 0 0 0
1

( , , , , )
K

k

Ll f Ks Mr Td Tt Tc


  (9) 

Taking into account the reliability r and degree d, Ll is calculated and the formula is shown below: 
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 0( , , )Ll L Ll r d  (10) 

Calculate the similarity sim between Ll  and the Subject Knowledge Graph KG with the formula shown below: 

 1/
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( , ) ( | | )
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sim Ll KG Ll KG


   (11) 

If sim>threshold, output knowledge mastery KD, problem mastery QD, ability mastery AD. Combined with the 
learner's personality characteristics, output the student's personality knowledge map PKS, the calculation formula 
is shown below: 
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In this study, the Echarts tool was used to visualize and present the learner portraits. 
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Figure 5: Process of learner portrait generation in the E-PEPPE-C model 

IV. B. Learning path recommendation based on subject knowledge mapping 
This study carries out learning path recommendation based on subject knowledge mapping and learner portrait, 
and introduces learner behavioral data into learning path recommendation, and fully considers the intrinsic 
dependency relationship between learner's cognitive structure and knowledge, in order to improve the accuracy 
and appropriateness of learning path recommendation. 

The learning path recommendation in the E-GPPE-C model mainly includes four stages: (1) current cognitive 
state annotation, according to the learner learning big data, the Hidden Markov Model [25] is used to annotate the 
current cognitive state of the group learners on the subject knowledge graph. (2) Target learning state annotation, 
according to the learning objectives, using the Hidden Markov Model [26] to annotate the group learners' target 
learning state on the subject knowledge graph. (3) Group learning path planning, according to the current cognitive 
state and target learning state of group students, use the improved ant colony optimization algorithm [27] to plan 
the learning path of group learners. (4) Personalized learning path recommendation, according to learner 
characteristics, using the improved convolutional neural network (CNN) to recommend personalized learning paths 
for different learners to meet their needs. 

In this study, the group learning path is based on learner group portrait and subject knowledge mapping to refine 
a simple sequence of learning content and learning activities that meets the learning needs of most learners and is 
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applicable to most learners. In this study, an improved ant colony optimization algorithm is used to mine the optimal 
paths in the candidate set of learning paths, and the ant colony quickly searches for the optimal solution. For this 
reason, this paper uses the improved ant colony algorithm Diikstra combined with the ant colony algorithm for 
personalized learning path recommendation. 

According to the planned group learning path, the improved convolutional neural network (CNN) is used to train 
the basic structure of the neural network of personalized learning path and generate the personalized learning path. 

There is a problem of gradient vanishing by constituting more network layers. To solve this problem, in this study, 
based on the LeNet-5 network structure, a normalization layer is added behind the convolutional layer to improve 
the learning speed of the network. In this study, the improved convolutional neural network consists of an input layer, 
a hidden layer and an output layer, the input layer is the group learner learning path, the hidden layer includes four 
parts, namely, convolutional layer, normalization layer, pooling layer and fully connected layer, and the output layer 
is the personalized learning path. 

1) Input layer, the input layer in this study is the group learning path. 
2) Convolutional layer, the function of the convolutional layer is to extract features from the input data, and the 

convolutional kernel calculation formula is shown in (13): 
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The summation part of Eq. is equivalent to solving a cross-correlation, where b  is the bias, lZ  and 1lZ   

denote the convolutional inputs and outputs of the 1l  th layer, ( , )Z i j  corresponds to the pixels of the feature 

map, K  is the number of channels of the feature map, and 0, ,f s p  are the parameters of the convolutional layers, 
which correspond to the convolutional kernel size, convolutional step size and number of filled layers. 

3) Normalization layer, the normalization layer is after the convolution layer, before entering the next layer, the 
input of the previous layer will be normalized, which can speed up the network training, effectively and prevent the 
gradient disappearance. The formula is shown below: 

 
1

1 n

i
i

X
n




   (14) 

 2 2

1

1
( )

n

i
i

X
n

 


   (15) 

 
2

i
i

X
Y



 





 (16) 

 i iY Y     (17) 

Where   denotes the mean, X  represents the original data, n denotes the number of samples, 2  is the 

variance,   denotes the constant, and   and   are the learning parameters. 
4) Pooling layer, the function of the pooling layer in this study is to convert the results of individual points in the 

feature map into statistics of their neighboring regions. The Lp  pooling model is used in this study and its basic 
representation formula is shown below: 
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5) Fully-connected layer, the fully-connected layer is located in the last part of the hidden layer of the convolutional 
neural network and transmits signals to other fully-connected layers. 

6) Output layer, the output layer in this study uses the classical logistic regression model to generate personalized 
learning paths. 
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V. Experimental results of learning path recommendation 
V. A. Data set preparation 
As science disciplines are rigorously logical and systematic. Compared with liberal arts disciplines, science 
disciplines pay more attention to the exploration of objective laws and scientific principles, and their knowledge 
systems are usually clearer, more precise, and have stronger logical connections. This logic and systematicity 
makes it easier for the knowledge of science disciplines to be abstracted and formalized, and then integrated into 
the knowledge map. Therefore, in this paper, the knowledge points of the data structure course are selected as the 
experimental objects for the optimization of local learning path recommendation for co-curricular and heterogeneous 
course resources. 

In order to further compare the models proposed in this paper and verify the reasonableness and effectiveness 
of the algorithms proposed in this paper, the knowledge points of Mathematical Analysis, Higher Algebra, and Data 
Structures and Algorithms are selected as the experimental objects of learning path recommendation under different 
methods, and the methods of comparison are the collaborative filtering-based recommender algorithm (CFR), the 
association rule-based recommender algorithm (ARR), and the deep learning model-based recommender algorithm 
(ARR), respectively. Deep Learning Modeling recommendation algorithm (DLRM). 

 
V. B. Experimental results of local learning path recommendation 
In order to make the algorithm play a better effect in learning path planning, this paper refers to the commonly used 
parameter settings of the ant colony algorithm to determine the parameter values, and the maximum number of 
iterations is 3000, and the iteration results are shown in Fig. 6, which shows that the optimal solution of the problem 
is found in this model when it is iterated about 870 times. 

 

Figure 6: Iteration number 

 

Figure 7: Local learning path diagram 
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Figure 7 illustrates the local details of the learning path planning process at the beginning stage. In the initial 
phase of learning path planning, concept nodes of lower difficulty are mainly covered. Although some of the concept 
nodes are significantly correlated with the application case nodes, these application case nodes are not included in 
the learning path in the initial stage of path planning. The reason for this is that there is a large difference in difficulty 
between the two, and the direct introduction of application cases may be beyond the learner's acceptance. The 
algorithms in this section follow the law of step-by-step education to ensure that the learning paths go from simple 
to complex, from basic to advanced, and gradually guide learners to master the relevant knowledge. 
V. C. Comparative Experiments on Learning Path Recommendation by Different Methods 
The extracted knowledge points are numbered to facilitate the entry of data, through the processing of knowledge 
point numbering, through the relationship between the extraction can be obtained knowledge point knowledge map, 
the use of software will be processed by the map, “Mathematical Analysis” knowledge point map, “Higher Algebra” 
knowledge point map and “Data Structures and Algorithms” knowledge point map were shown in Fig. 8 - Fig. 10, 
respectively. 

In this paper, the reasonableness and effectiveness of the proposed algorithm are verified based on the 
experimental simulation of the three comparison methods, comparing the proposed model in this paper. After the 
experiments, the obtained knowledge mapping data are shown in Table 3 to Table 5 respectively. 

For the knowledge point centrality of the Mathematical Analysis atlas it can be observed from the data that the 
maximum values of the knowledge point centrality of CFR, ARR, DLRM, and the method of this paper are A3, A1, 
A1, A1, and the minimum values are A4, A7, A3, and A7, respectively. 

 

 

Figure 8: Knowledge map of “Mathematical Analysis” 

 

Figure 9: Knowledge Points of “Advanced Algebra” 
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Figure 10: Knowledge Points of “Data Structure and Algorithm” 

 
For Higher Algebra mapping the knowledge point centrality can be observed from the data that the maximum 

values of knowledge point centrality for CFR, ARR, DLRM as well as this paper are A10, A1, A1, A1 and the 
minimum values are A18, A18, A16, A18 respectively. 

For Data Structures and Algorithms mapping the centrality of knowledge points can be observed from the data 
that the maximum values of centrality of knowledge points for CFR, ARR, DLRM and this paper are A5, A1, A1, A1 
and the minimum values are A23, A8, A21, A23 respectively. 

Table 3: The knowledge point center of the mathematical analysis 

Serial number CFR ARR DLRM This method 

A1 1.00 2.66 7.57 9.03 

A2 0.88 2.01 1.94 5.37 

A3 1.44 2.04 1.91 4.13 

A4 0.39 0.40 3.28 3.97 

A5 1.97 2.13 7.20 8.27 

A6 0.58 0.41 3.30 3.95 

A7 0.65 0.42 3.32 3.96 

 
The data obtained through the experiment can only get the maximum and minimum of knowledge points can not 

be analyzed on the trend of knowledge points and the overall situation, so in order to intuitively compare the results 
of the four centrality of the comparison, this experiment uses the Excel statistical method of line graphs were plotted 
on three kinds of graphs in different algorithms, and the results obtained were as shown in Fig. 11 - Fig. 13, which 
can be clearly seen in the center of the node degree. 

In the line graphs of the centrality of knowledge points in the mapping of Mathematical Analysis, the trends of 
DLRM and the method of this paper are more or less the same in terms of the overall trend. For the method of this 
paper, firstly, knowledge point A1 should be the knowledge point with the largest centrality, and secondly, the 
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centrality of knowledge point A2 is much larger than that of knowledge point A3, so the method of this paper is more 
practical for this knowledge map. 

Table 4: The knowledge point center of "higher algebra" 

Serial number CFR ARR DLRM This method 

A1 1.36 2.55 5.20 6.05 

A2 0.94 0.63 2.63 4.26 

A3 1.93 0.7 3.00 4.90 

A4 0.97 0.96 2.15 3.22 

A5 0.32 0.53 0.98 3.11 

A6 1.63 0.88 1.98 4.86 

A7 0.33 0.32 1.09 3.41 

A8 1.52 1.31 3.46 5.71 

A9 0.97 1.09 1.97 5.34 

A10 1.99 0.91 1.63 5.31 

A11 1.21 1.34 2.38 5.27 

A12 1.30 2.64 5.22 4.85 

A13 0.65 1.69 0.87 4.32 

A14 1.42 1.97 0.77 3.25 

A15 2.43 2.30 5.15 5.24 

A16 1.23 2.08 0.72 3.24 

A17 1.64 2.01 1.97 5.02 

A18 0.38 0.29 0.93 2.86 

 

Table 5: The knowledge point center of the data structure and algorithm 

Serial number CFR ARR DLRM This method 

A1 1.73 2.30 7.65 8.20 

A2 1.01 0.65 3.28 6.26 

A3 0.95 0.65 3.28 6.22 

A4 1.13 1.91 4.26 7.43 

A5 1.90 1.97 7.33 8.20 

A6 1.54 1.10 2.22 6.96 

A7 0.61 0.30 3.12 6.19 

A8 0.62 0.33 3.09 6.20 

A9 0.64 0.29 3.07 6.18 

A10 0.60 0.31 3.16 6.18 

A11 1.70 1.79 4.20 7.11 

A12 0.96 0.21 2.47 5.09 

A13 1.68 1.06 2.50 5.11 

A14 1.18 1.60 3.61 6.10 

A15 1.10 0.93 2.13 5.09 

A16 0.77 0.95 2.00 4.40 

A17 0.70 0.67 1.78 4.13 

A18 1.25 1.92 3.85 4.98 

A19 1.19 1.48 3.11 4.40 

A20 1.12 0.98 1.68 3.20 

A21 0.54 0.77 0.86 2.20 

A22 0.90 1.27 2.29 1.94 

A23 0.29 0.69 1.91 1.88 

 
The line graph of the centrality of knowledge points in the mapping of Advanced Algebra shows that the method 

of this paper ensures that the centrality of knowledge point A1 is the largest, and the difference between the 
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centrality of knowledge point A16 and that of knowledge point A14 is not much, and at the same time, it is in line 
with the principle of learning the knowledge points from the shallow to the deep, so that the method of this paper is 
more practical for this knowledge mapping. 

In the line graph of the centrality of knowledge points in the mapping of Data Structures and Algorithms, both 
ARR and DLRM chose knowledge point A18 as the successor knowledge point of knowledge point A11, but 
compared to knowledge point A18, knowledge point A14 occupies a longer path in the whole knowledge map, so 
from the perspective of the whole and the path the centrality of knowledge point A14 is greater than the centrality 
of knowledge point A18, this paper method knowledge point A6 is smaller than the centrality of knowledge points 
A1 and A5, and in the selection of subsequent nodes, knowledge point A14 is chosen as the successor node to 
ensure the depth of learning knowledge. 

 

Figure 11: The knowledge point center of the mathematical analysis 

 

Figure 12: The knowledge point center of "higher algebra" 

The optimal recommendation algorithm can be selected by comparing the three methods and the P@20 values 
in this paper, as shown in Table 6. From the table, it can be seen that the P@20 of the proposed method is 75.45, 
which is 6.90 higher than that of DLRM, and the recommended learning path algorithm generated in this paper is 
better than other algorithms. 
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Figure 13: The knowledge point center of the data structure and algorithm 

Table 6: P@20 value 

Method P@20 

CFR 52.69 

ARR 62.69 

DLRM 68.55 

This method 75.45 

 

VI. Conclusion 
This study focuses on the construction of knowledge graph for co-curricular courses to complete the portrayal of 
learner profiles and the recommendation of learning paths. 

(1) In this paper, entity recognition is based on relational multi-classification model, the feature selection of CRF 
model in specific scenarios is studied, and entity relationship extraction is completed. In order to evaluate the 
effectiveness of the entity recognition model and entity-relationship extraction model, comparative experiments are 
conducted with multiple models, and the model in this paper gets better results in the entity recognition and 
relationship extraction experiments in mathematics subject under the same classroom context, respectively, and 
the precision, recall and F1 values of the entity recognition model in this paper are improved by 0.97, 0.71, and 0.99 
percentage points, and the entity-relationship extraction model's P@ M and AUC values gained 2 and more 
percentage points compared to the better performing EMSA+PCNN model. 

(2) On the basis of the subject knowledge graph constructed in the context of co-curricular heterogeneity in this 
paper, the method of learner portrait portrayal and learning path recommendation is proposed. The learning path 
recommended by the method in this paper guarantees the depth of learning knowledge, but also meets the law of 
gradual progress in education, gradually guiding learners to master the subject knowledge points, and obtains a 
P@20 value of 75.45, which is better and more reasonable than that recommended by the comparison algorithm. 

(3) Although this study has obtained a more considerable effect of the optimized construction of the same-lesson 
heterogeneous course resources and the path recommendation algorithm design with the support of the knowledge 
graph, there are still shortcomings, and future research will further optimize the construction and updating 
mechanism of the knowledge graph to provide the possibility of real-time updating of the dynamic data. 
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