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Abstract Intelligent education is an important direction of future education, and it is imperative to carry out English 
listening training teaching in the context of intelligent education. Aiming at the problems existing in traditional speech 
recognition algorithms, we first preprocess the speech data, and then use the MFCC algorithm to complete the work 
of English speech feature extraction, take the speech features as the input of the DCNN-CTC model, and after the 
continuous optimization and training of the attention mechanism, we finally design a speech recognition algorithm 
based on the ASKCC-DCNN-CTC model, and then validate the algorithm Analysis. On the basis of the speech 
recognition algorithm based on the DCNN-CTC model, after adding the ASKCC attention mechanism, the UA value 
is enhanced by 2.96% improvement, while the WA value is also increased by 4.44%, which verifies the improvement 
of the ASKCC attention mechanism on the speech recognition algorithm. 
 
Index Terms MFCC, DCNN-CTC, ASKCC, speech recognition algorithm, english listening training 

I. Introduction 
The importance of English has become more and more obvious in today's trend of information and economic 
globalization, and the use of information technology-assisted teaching has also become a trend in all kinds of 
schools. The use of multimedia resources to stimulate English classroom teaching, as well as various teaching 
platforms built in the network environment, is conducive to maximizing the value of teaching resources and 
stimulating students' interest in learning [1], [2]. At the same time, a new round of teaching and learning reform is 
also in full swing with the times relying on network resources and modern information means [3]. 

As an important tool for international communication, the cultivation of English listening ability is particularly 
important. Traditional English listening teaching methods often have problems such as single classroom form and 
untimely feedback, which make it difficult to effectively improve students' listening comprehension [4], [5]. The 
introduction of intelligent speech recognition technology into the English listening classroom can convert students' 
speech into text in real time and compare it with standard pronunciation, thus realizing sentence-by-sentence 
listening and feedback [6], [7]. The core advantage of this technology lies in its efficiency and accuracy, which can 
instantly recognize students' specific problems in listening and pronunciation and provide targeted corrective 
suggestions [8], [9]. Through intelligent speech recognition, students are not only able to obtain instant feedback 
and correct their errors in time, but also understand their listening and pronunciation weaknesses through 
systematic data analysis [10]-[12]. 

On the one hand, the use of intelligent speech recognition technology can significantly improve students' listening 
comprehension and pronunciation accuracy.Li, D. et al. developed a set of English pronunciation teaching methods 
using speech recognition technology, which is conducive to improving students' pronunciation accuracy and 
listening comprehension by focusing on the changes that occur in their vocabulary and phrases [13]. Wang, Y. 
constructed an auxiliary training system for English listening and speaking skills based on a binary decision tree, 
and by inputting students' listening training data into this model, they can be accurately assessed in terms of 
pronunciation and other aspects, which in turn improves students' English listening and speaking skills [14]. Mirzaei, 
M. S. et al. explored the help of automatic speech recognition technology in listening training for L2 learners, which 
can help students to locate difficult speech regions and deepen their listening comprehension of difficult speech 
segments by identifying errors within the segments [15]. 

On the other hand, intelligent speech recognition technology can also provide students with personalized learning 
feedback and suggestions.Liu, J. examined the role of machine learning technology in evaluating the effectiveness 
of adaptive English listening training, which provided students with an adaptive and personalized learning 
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experience by building an evaluation model based on the IPSO-BP network, significantly improving their English 
listening skills [16]. Liu, Y. and Quan, Q. studied the method of English pronunciation error recognition in the process 
of personalized English learning, and established a Hidden Markov Model of speech recognition to provide students 
with reliable feedback of pronunciation information, which helps to target the correction of students' pronunciation 
errors in listening training [17]. Jingning, L. showed that combining mobile sensor networks with speech recognition 
algorithms to build an English assisted learning system will realize an effective English learning tool by accurately 
recognizing students' listening practice conversations while providing good learning feedback and interactive 
experience [18]. 

Drawing on related information and literature, it is found that there are three kinds of problems in traditional speech 
recognition algorithms, phoneme features are not standardized, information leakage, and key feature extraction 
difficulties. Firstly, from the aspect of speech data preprocessing, in the use of MFCC algorithm for feature extraction 
of English speech data that has been preprocessed, deploy the feature data as an input to the DCNN-CTC model, 
and after continuous training and optimization of the ASKCC attention mechanism, the speech recognition algorithm 
improvement based on the attention mechanism is finally realized. The relevant model parameters are set, and 
under the guidance of evaluation indexes, the verification analysis of speech recognition algorithm based on 
ASKCC-DCNN-CTC model is completed, which in turn promotes the high-quality development of English listening 
teaching in the context of smart education. 

II. Research on the Improvement of Recognition Algorithm for English Listening 
Training 

II. A. Description of the problem 
In recent years, artificial intelligence represented by deep learning has developed rapidly, and a variety of software 
and functions continue to appear. Many of these deep learning applications are closely related to English teaching. 
In English listening training, speech recognition has made great progress, and the accuracy rate is constantly 
improving. In the context of the information age, with the continuous promotion and popularization of robots, a wide 
variety of speech recognition human-computer interaction systems appear on the market, and there are still 
problems such as unstandardized phoneme features, information leakage, and difficulties in extracting key features. 
 
II. A. 1) Unstandardized phoneme characteristics 
Each person has his or her own unique timbre and multiple ways of expressing speech, for example, in the two 
contexts of sadness and happiness, the way of pronunciation is obviously different, in order to achieve a higher 
accuracy of the recognition effect, it is necessary to make the model to adapt to more complex and flexible way of 
speaking. Therefore, it is necessary for the model to realize the phoneme feature standardization operation in the 
process of feature extraction. 
 
II. A. 2) Information leakage 
The prediction accuracy of the neural network model is largely affected by the quality of the training dataset, and 
the traditional CNN will have the problem of feature information leakage when performing convolutional computation 
because it utilizes the data from future frames, which will lead to the model using the data from future frames during 
training, which in turn will affect the prediction accuracy of the model in the prediction stage. 
 
II. A. 3) Difficulty in key feature extraction 
With the improvement of the recognition accuracy requirements for neural network models and the increase in the 
number of training samples, it is difficult for neural network models to capture key feature information during the 
training phase. In this paper, we flexibly introduce an effective attention mechanism network for feature fusion to 
achieve the purpose of feature information splicing in the channel dimension, so that the model can extract more 
key channel features that play a decisive role in model prediction. 
 
II. B. Speech data preprocessing 
To carry out subsequent processing of audio files, the first thing to do is to carry out preprocessing operations on 
the audio data. The pre-processing process of the speech signal is very important in the speech recognition system. 
The pre-processing process can ensure the smoothness, uniformity and distortion-free nature of the subsequently 
processed speech signals, and eliminate the effects of aliasing, high-frequency and high-harmonic distortions of the 
speech acquisition equipment on the quality of the speech signals, so that the quality of the final speech recognition 
can be improved. The pre-processing technique of speech signal generally includes the following steps: pre-
emphasis, frame splitting and windowing, which are briefly introduced next. 
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II. B. 1) Speech pre-emphasis 
The transfer function of the first-order filter often used for speech signals is equation (1) to accomplish the pre-
emphasis operation of speech data [19]. To wit: 

 1( ) 1H z z    (1) 

In Equation (1),   represents the pre-emphasis coefficient of speech data, which has a certain value range, 
generally take 0.9 1  , in this paper, the value of   is 0.97. The relationship between the input and output 
speech signals of the pre-emphasis process is shown in Equation (2): 

 ( ) ( ) ( 1)y t x t x t    (2) 

where ( )x t  denotes the original unprocessed speech signal and ( )y t  denotes the speech signal after the pre-
emphasis operation. An audio data in the dataset is selected and the pre-emphasis operation is performed on it, 
Fig. 1 is the original waveform graph and Fig. 2 is the waveform graph after pre-emphasis. 

 

Figure 1: Original waveform 

 

Figure 2: Speech pre-accentuated waveform 

II. B. 2) Speech frame processing 
Figure 3 gives a schematic diagram of the frame shift and frame length, and Figure 4 shows the subframe waveform. 
Since the characteristics of the speech signal are continuous and unsteady, even after digitization, its frequency 
domain will still behave differently at different moments, but in a very small period of time (20-60ms) the audio signal 
can be considered stable, i.e., the short-time smoothness of the speech signal. According to this principle, in this 
short period of time can be considered as a quasi-steady state process of the audio signal fragment, the use of sub-
frame mode will be each frame length of 20ms or 25ms, so that each frame can be analyzed for the characteristic 
parameters, and then after the combination of the overall voice signal characteristics of the characteristic values of 
the characteristic parameters of the composition of the time series. 



Study on the Improvement of Speech Recognition Algorithm Based on Attention Mechanism in English Listening Training under the Background of Smart 
Education 

1510 

k frame

Frame 
length

Frame 
shift

Frame length

Frame k+1
 

Figure 3: Speech signal framing diagram 

 

Figure 4: Frame waveform diagram 

II. B. 3) Speech windowing 
After the sub-frame processing of the speech file, the individual segments after the sub-partitioning of some kind of 
transformation or with some kind of computation to be processed, that is, its for the addition of window processing, 
in simple terms, is to divide a section of the speech signal into a one by one small window to be processed, you can 
get the so-called short-time smooth signal. The function of rectangular window is: 

 
1,0 1
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 (3) 

where N is the length of the window. 
Usually, picking a different window function gives you a different audio file calculation result. In addition to the 

above window function, there are the following three common window functions: 
Hamming window: 
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Hanning window: 
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Blackman Window: 
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where N are the window lengths of the plus windows. 
Based on their expressions, it can be concluded that although rectangular window has smoothness, it has less 

bandwidth and band leakage occurs. The Hamming window is more suitable for speech signal processing due to 
its larger bandwidth and removing the effect of Hamming window in terms of smoothness. In addition, the choice of 
window length is also very important, which directly determines the amplitude variation range of the speech signal, 
and the choice of the appropriate window length can be a complete reflection of the detailed characteristics of the 
speech signal, which plays a vital role in the processing of speech signals. 
 
II. C. Speech Feature Extraction 
Raw speech waveforms can not be directly recognized and processed, the variable length of the original speech 
time series signal into a feature vector representation, in order to be directly used as an input to the learning 
algorithms of intelligent devices, the process is called the feature extraction of speech signals. The process of 
speech feature extraction is also crucial when using speech signals as input to machine learning algorithms. The 
feature parameters used for speech recognition should be able to reflect the essential characteristics of the speech 
signal, and to make the recognition algorithm simpler, the computation process of the feature parameters should be 
simplified, and the correlation between the parameter components should be reduced as much as possible in the 
compression process of the data. At present, the commonly used feature parameters are spectrogram, Fbank (filter 
bank) features and Mel Frequency Cepstrum Coefficient (MFCC). Next, we will introduce three commonly used 
feature extraction methods for speech signals, which are spectrogram, Fbank (filter bank) features and Mel 
frequency cepstrum coefficients (MFCC), and this paper adopts the Mel frequency cepstrum coefficients to complete 
the feature extraction analysis, and then we will conduct a comparative analysis of the three methods, aiming at 
verifying the priority of the Mel frequency cepstrum coefficients. 
 
II. C. 1) Speech maps 
The spectrogram shows through a two-dimensional scale how the intensity of the speech signal varies in different 
frequency bands due to time variations. First, by processing the symmetric spectrum, we can obtain the frequency 
spectrum curve with positive frequency axis and stitch the spectrum values of each frame in chronological order. 
The horizontal coordinate of the spectrogram is time and the vertical coordinate is frequency. In addition, the color 
depth also affects the spectral value, i.e., the darker the color, the larger the spectral value. Conversely, the lighter 
the color, the smaller the spectral value, Figure 5 shows the speech spectrogram. Speech spectrogram, also known 
as time-frequency diagram, is obtained by short-time Fourier transform, which can effectively analyze and study 
speech information. Compared with a single signal in the time or frequency domain, the spectrogram contains 
information not only in the time domain but also in the frequency domain. By analyzing the spectrogram, we can 
obtain the time-domain characteristics of the speech signal and also the frequency-domain characteristics of the 
speech signal, as well as understand the relationship between the two. 

 

Figure 5: Speech spectrogram 

II. C. 2) Fbank Characterization 
The Fbank feature extraction process is as follows: 

(1) The speech signal is processed through pre-emphasis, frame-splitting and adding Hamming window, while 
the spectrum of the speech signal can be obtained using Short Time Fourier Transform (STFT). 
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(2) Calculate the square of the spectrum, i.e., the energy spectrum. By superimposing the energy in each filter 
band, the k th filter produces the output power spectrum of [ ]X k . 

(3) By calculating the output energy of each filter and taking the logarithm of it, the logarithmic power spectrum 
of the frequency band in question can be obtained. To wit: 

 [ ] log [ ]FbankY k X k  (7) 

Fbank features are essentially logarithmic power spectra, including both low and high frequency information, but 
compared to spectrogram features, Fbank features are processed through a Mel filter bank in order to compress 
them better according to the auditory perceptual properties of the human ear, and at the same time suppressing 
some redundant information that cannot be perceived by the auditory senses. 
 
II. C. 3) MFCC 
MFCC is a characteristic parameter that combines the auditory properties of the human ear and the synthetic 
properties of speech to simulate the human ear to perceive speech signals of different frequencies, and human 
beings discriminate sound frequencies in a linear relationship that increases or decreases exponentially, as if taking 
logarithmic operations [20]. The frequency range of sound signals is between 20-20,000 Hz to be perceived by the 
human ear, and the ease with which different audio signal frequencies within this range are perceived by humans 
varies. Frequency in the 1000Hz below the sound, the human perception ability and the frequency of the sound into 
a linear relationship. For audio signals with a frequency greater than 1000Hz, the human perceptual ability is close 
to a logarithmic relationship with the size of the sound frequency. According to this nature of the human ear to the 
sound frequency, the Mel cepstrum coefficient is proposed, Mel frequency and the actual frequency of the 
relationship shown in equation (8): 

 ( ) 2595 lg 1
700

f
Mel f

    
 

 (8) 

where f  is the actual linear frequency and ( )Mel f  is the Mel cepstrum frequency, both in Hz. 
The specific extraction steps of MFCC are as follows: 
In the first step, preprocessing operation is performed on the input audio data. 
In the second step, Fast Fourier Transform (FFT), FFT operation is shown in equation (9): 

 ( , ) [ ( )]iX i k FFT x m  (9) 

In Equation (9), i  is the speech signal, k  is the frequency, ( , )X i k  is the frequency domain signal, and ( )ix m  
is the time domain signal. Subsequently, the spectral line energy of the speech signal is calculated: 

  2( , ) ( , )E i k X i k  (10) 

In the third step, the energy of the Mel filter bank is calculated: 
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In Equation (10), ( )E ik  is the spectral line energy. In Equation (11), ( )mH k  is the frequency domain response 
of the Mel filter bank. Multiplying and weighting ( )E ik  and ( )mH k  gives ( , )S i m , which is the total energy after 
passing through the Mel filter bank. 

Mel filters are similar to triangular filters and are denoted by ( )mH k , the Mel filter bank consists of multiple ( )mH k  

combinations, where 0 m M  , M is the number of filters. ( )f m  is the center frequency, and Eq. (12) is the 
transfer function of the bandpass filter. To wit: 
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In the fourth step, the discrete cosine transform (DCT), i.e., the inverse spectral operation. The calculation process 
is shown in equation (13): 
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II. D. Algorithm Improvement Design 
After completing the audio pre-processing operation and speech feature extraction operation above, the next step 
is to utilize the DCNN-CTC model and ASKCC network to complete the design of speech recognition algorithm 
improvement, in order to enhance the results of students' English listening training in the context of intelligent 
education. 
 
II. D. 1) DCNN-CTC modeling 
The model accuracy is improved by deepening the layers of the model network to learn more advanced feature 
information. Figure 6 shows the structure diagram of the acoustic model implemented using deep convolutional 
neural network, which is mainly composed of two parts: deep convolutional neural network (DCNN) and connection 
timing classification (CTC). The details are as follows. 

Speech signal

Convolution layer

Pooled horizon

Fully connected layer

……

Convolution layer

Pooled horizon

……

Connect the temporal 
classification layers

 

Figure 6: The structure of DCNN-CTC 

The convolutional layer is responsible for capturing local feature information at different locations, while the 
pooling layer applies maximum pooling for feature extraction [21]. To expand the field of view and get the global 
feature information by downsampling, the network has fewer parameters and is simple to train, which is formulated 
as follows: 

 ( ) ( ) ( 1) ( )( * )i i i iy W y b    (14) 

 ( 1) ( )
max ( )i i

pooly f y   (15) 

where   denotes the nonlinear operation in the convolutional layer, ( )iW  denotes the weight parameter in the 
layer, ( )ib  denotes the bias in the layer, ( )iy  denotes the output of the i th layer, and max poolf  denotes the max 
pooling operation. 

It is assumed that each output variable occurs conditionally independent when the input variables are determined. 
When a speech feature A   of length T   is input to the acoustic model, the conditional probability p   that the 
output is a correctly decoded path   can be computed from equation (16): 
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CTC introduces a “blank” label to model the gaps, overlaps, etc. in speech. As shown in Eq. (17), there are 
multiple decoding paths under one label. Namely: 
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where “-” denotes the “blank” label, and Y  denotes a mapping function that maps to the same target label ( , , )z c l  
no matter where “blank” is inserted. The CTC model will summarize the probabilities of all potential paths with the 
following formula ( | )p L A : 

 ( | ) ( | )ip L A p A  (18) 

where i  denotes each possible path and L  denotes the target label, and then the CTC loss value is calculated 
by Equation (19): 

 ln ( | )cicLoss p L A   (19) 

The model is fine-tuned in the training phase according to the loss value drop to achieve a better fit. The model 
integrates the labels corresponding to the maximum value of ( | )p L A  in the best path decoding stage to get the 
final output sequence. 
 
II. D. 2) ASKCC network 
Aiming at the three problems described above, this paper proposes an ASKCC network: 

(1) Taking advantage of the SKNet network, on the time axis, it uses a multi-size convolution kernel to compute 
the feature map, fuses the convolution results, and realizes the normalization of phoneme features. It can realize 
the reasonable allocation of weights to the feature information and avoid the redundancy of feature information. 

(2) In this paper, the causality of the convolution layer is realized by modifying the filling method of the convolution 
layer to VALID and artificially filling two frames of zeros in front of the input feature data, which well solves the 
information leakage problem in the above. 

(3) In this paper, according to the model structure, an attention mechanism (ASKCC) is well introduced, which 
effectively extracts more key features and improves the model accuracy, and constitutes a new acoustic model 
(ASKCC-DCNN-CTC), and the structure of ASKCC-DCNN-CTC is shown in Fig. 7. 
II. D. 3) Causal Convolution 
Convolutional neural networks are widely used in image-video processing, speech enhancement, and other fields 
due to their weight sharing, local connectivity, and powerful modeling capabilities. The dataset qualities significantly 
affect the prediction accuracy of neural network models. The traditional CNN will cause problems such as 
information leakage when performing convolutional computation due to the utilization of future frames data, which 
in turn affects the prediction accuracy of the model in the prediction stage. When it is also necessary to input 5 
frames of feature data, and the convolution size is (3×3), this paper realizes the causality of the convolution layer 
by modifying the padding of the convolution layer to VALID and artificially padding two frames of zeros in front of 
the input feature data, which shows that at the moment of 1t  only 0 1,t t  and 1t  moments, and does not utilize 
data from future frames, which well solves the information leakage problem mentioned above. 
II. D. 4) SKNet-based multiscale convolution 
X and V denote the input data and the feature data after adaptive fusion. w, h, and c represent the three dimensional 
information of the feature map, which denote the width of the feature map, the height of the feature map, and the 
number of channels of the feature map, respectively. F , ( )gpF U  and fcF  denote some nonlinear operations of 
the SKNet network species, which are computed as follows: 

 ( , , , (3,1))F conv X f same k   (20) 

 ( , , , (5,1))F conv X f same k   (21) 



Study on the Improvement of Speech Recognition Algorithm Based on Attention Mechanism in English Listening Training under the Background of Smart 
Education 

1515 

 
1 1

1
( ) ( , )

H W

gp
i j

F U U i j
W H  


   (22) 

 ( ( ))fc sF B W  (23) 

 

1

i

j

x

N
x

j

e
softmax

e




  (24) 

where ( , , , ( , ))conv X f same k s s   denotes the input of X   to a convolutional layer with channel number f  , 

convolutional kernel size ( , )s s , and padding mode same for computation,   denotes the RELU activation function, 

B  denotes the Batch Noramlization normalization operation, sW  denotes a new feature obtained by shortening 

once more the features generated after the ( )gpF U  operation, and softmax denotes a nonlinear operation whose 

input is a sequence X  of length N . 
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Figure 7: ASKCC-DCNN-CTC Structure Diagram 
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II. D. 5) Attention-based mechanism feature fusion 
In order to pay more attention to the features that play a decisive role in the prediction results of the acoustic model 
and reduce the problem of feature information redundancy, an attention mechanism is introduced to reasonably 
assign weights to the three amplified feature maps and realize the fusion. The calculation formula is as follows: 

 D A B X    (25) 

 
1 1

1
( ) ( , )

H W

i j

E D D i j
W H  


   (26) 

 ( ( ))fc n sF B W  (27) 

 ( ) ( )mulF V V  (28) 

   denotes the RELU activation function, nB   denotes the normalization operation, and    denotes an 
operation that multiplies the elements of a tensor. Firstly, the three features ,A B  and X  output from sub-pixel 
convolution are accumulated and summed to get D , secondly, the weights of each channel are calculated E , and 
then the feature dimensions are enlarged and compressed again to make the network fit the correlation between 
the channels better, and finally, the outputs of the three non-linear operations are multiplied by ,A B   and X  
respectively to get the feature map O  that occupies more key feature information of the feature map O . 

III. Speech recognition algorithm improvement empirical research analysis 
III. A. Analysis of Feature Extraction in the Process of English Listening Training 
III. A. 1) MFCC algorithm feature extraction performance test 
In order to verify the superiority of the MFCC algorithm in the field of speech feature extraction for intelligent 
translation robots, the experiments introduced the speech spectrogram, Fbank features to compare the experiments 
with the MFCC algorithm. The algorithm is trained with ATIMIT dataset and Librispeech dataset, and the 
experimental results are shown in Fig. 8, where (a)~(b) are ATIMIT dataset and Librispeech dataset, respectively. 
From Fig. 8(a), it can be seen that in the ATIMIT dataset, the proposed MFCC algorithm performs the best, and the 
accuracy change curve tends to converge after 400 iterations, and finally converges to 0.935, and the performance 
of the spectrogram and the Fbank features are not much different, and the accuracy converges to about 0.7~0.8. 
From Figure 8(b), it can be seen that in the Librispeech dataset, the accuracy of the proposed MFCC algorithm 
does not change much. In contrast, the accuracy of Speech Spectrogram and Fbank features varies more, which 
implies that the research-proposed MFCC feature extraction scheme has good generalization ability. 

  

(a)Data set ATIMIT     (b)Data set Librispeech 

Figure 8: Feature extraction performance test 

The study utilizes DCT to extract MFCC features, and in order to verify the superiority of this scheme, the 
experiment introduces Discrete Fourier Transform (DFT), Discrete Sine Transform (DST) for comparison, and the 
experimental results are shown in Fig. 9. Based on the data presented in Fig. 9, it is easy to find that the accuracy 



Study on the Improvement of Speech Recognition Algorithm Based on Attention Mechanism in English Listening Training under the Background of Smart 
Education 

1517 

of the newly proposed speech feature extraction algorithm presents significant differences when dealing with 
different languages. Specifically, the algorithm performs relatively poorly on British English feature extraction, with 
a low accuracy rate. On the contrary, when dealing with American English, its extraction accuracy reaches a very 
satisfactory level. Especially for the DCT method, its accuracy is as high as about 96.82%, showing excellent 
performance. Meanwhile, the accuracy of DST and DFT methods also reached 95.73% and 94.87%, further 
verifying the effectiveness of the algorithm in English speech feature extraction. 

 

Figure 9: The accuracy rate of feature extraction in oral English 

III. A. 2) MFCC algorithm application-based testing 
In order to understand the various aspects of the performance of the smart English translator equipped with the 
MFCC model, the study recruited 100 volunteers from the College of English and conducted data collection, which 
yielded 10,000 pieces of data, and the model was trained with this dataset. The classification loss curve (CL), the 
generalized intersection and merger ratio loss curve (GL), and the target loss curve (OL) were used as evaluation 
indexes, and the experimental results are shown in Figure 10. From Fig. 10(a), it can be clearly seen that at the 
early stage of training, the classification loss declines rapidly, and with the continuous advancement of training 
rounds, the curve continues to decline and stabilize, and finally converges successfully to 0.0128 after 215 rounds 
of training, which is a result that fully reflects the accuracy and high efficiency of the algorithm in the classification 
task. From Fig. 10(b), we can see that the loss curve of the generalized intersection and merger ratio of the MFCC 
algorithm also shows a fast decreasing trend at the early stage of training, and after 158 rounds of detailed training, 
it converges to 0.00321. From Fig. 10(c), it can be seen that the MFCC algorithm has a much better performance 
in terms of the target loss curve, achieving an excellent convergence value of 0.00783 in only 256 rounds of training, 
demonstrating the algorithm's ability in target localization. 

  

(a)CL of MFCC      (b)OL of MFCC 
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(c)GL of MFCC 

Figure 10: CL, GL, OL change curve of MFCC algorithm 

In order to further verify the superiority of the proposed algorithm, the experiment introduces the WOA-PSO 
algorithm as a comparative experiment with MSE as the evaluation criterion, and Figure 11 shows the MSE scatter 
plots of each data point of the two schemes.The mean square error (MSE) of the MFCC algorithm mainly 
concentrates in the range from 0.015 to 0.025, which suggests that the algorithm has a higher degree of accuracy 
and stability in the English translation task. In contrast, the performance of the WOA-PSO algorithm is relatively 
poor, and its MSE is mainly distributed between 0.025 and 0.055, this result reflects that the algorithm may have 
large errors and uncertainties in the process of feature extraction. 

 

Figure 11: MSE scatter plots for each data point of the two schemes 

III. B. Validation analysis of ASKCC-DCNN-CTC based recognition algorithm 
III. B. 1) Experimental setup 
In this paper, MFCC is used as the input of the network, the frame length is set to 8ms, the frame shift is set to 7ms, 
and the mel spectral dimension is set to 256 when extracting the speech features, and the dataset contains a total 
of 5 segments of audio, and this paper carries out the 5-fold cross-validation experiments with the unit of segments. 
In addition, because of the unequal length of the audio in the dataset, the long paper in the data processing part of 
the data length uniformly 6.8s of audio for the complementary zero operation, longer than 6.8s of audio truncated 
to 6.8s. 
 
III. B. 2) Evaluation indicators 
In this paper, the confusion matrix is used to evaluate the classification performance, and the confusion matrix 
includes 2 specific evaluation metrics, unweighted recall (UA) and weighted accuracy (WA). The specific 
calculations are as follows: 



Study on the Improvement of Speech Recognition Algorithm Based on Attention Mechanism in English Listening Training under the Background of Smart 
Education 

1519 

 

4

41

1

4

ii
i

ijj

aa

a
UA






  (29) 

 
1

4 4

1 1

n

iii

iji j

aa
WA

a


 

 
 

 (30) 

III. B. 3) Experimental results 
Firstly, in this paper, when computing the attention mechanism, the global pooling tries to adopt average pooling 
and maximum pooling respectively, and compares the evaluation indexes with the DCNN-CTC model when the 
attention mechanism is not added, and the results of the attention mechanism cross-validation are shown in Table 
1. After the introduction of the attention mechanism (ASKCC), regardless of whether global average pooling or 
global maximum pooling is used, there is a significant performance improvement compared to the DCNN-CTC 
model when the attention mechanism is not introduced, in which the effect of channel attention using global average 
pooling is the most obvious, with the UA achieving an improvement of 2.98% and the WA achieving an improvement 
of 4.4%. 

Table 1: Results of cross-validation of attention mechanisms 

Model UA/% WA/% 

Unintroduced attention mechanism 65.87 64.53 

Global average pooling 68.85 65.93 

Global maximum pooling 66.54 65.68 

 
In order to enhance the performance ability of the network and retain the original feature distribution, this paper 

introduces the SKNet structure on the basis of the attention mechanism and adjusts the network weighting, and the 
cross-validation results of the attention mechanism with the introduction of SKNet are shown in Table 2. The 
ASKCC-DCNN-CTC model with the introduction of the SKNet structure has the highest speech recognition accuracy 
than the ASKCC-DCNN-CTC model without the introduction of the SKNet structure, in which the ASKCC-DCNN-
CTC model with the global average pooling and the weighting of 2 achieves an improvement of 2.96% for the UA, 
and 4.44% for the WA, compared to the ASKCC-DCNN-CTC model without the introduction of the SKNet structure. 
4.44% improvement. 

Table 2: Introduction of SKNet's attention mechanism cross-validation results 

Model Network gravity UA/% WA/% 

Global average pooling 1 68.85 68.94 

Global maximum pooling 1 68.64 65.87 

Global average pooling 2 68.83 68.97 

Global maximum pooling 2 68.85 65.63 

 
Overall, this paper introduces the attention mechanism into the DCNN-CTC model to realize the attention to 

different channels in the process of network learning. 2 ways of global average pooling and global maximum pooling 
are tried in calculating the attention, and the residual structure is introduced to explore the different kinds of attention 
methods. The final experimental results show that the accuracy of the speech recognition algorithm after the 
introduction of the attention mechanism is significantly improved, which indicates that the different channels of the 
DCNN output contain different speech features, and the performance of the recognition algorithm based on the 
DCNN-CTC model can be improved after the introduction of the attention mechanism, and at the same time, it plays 
a very good role in the improvement of the above-described three problems, and it can well satisfy the needs of 
students' English listening in the context of wisdom training needs. 

IV. Conclusion 
This paper first describes the problems of current speech recognition algorithms, for the problem, proposes a 
recognition algorithm based on ASKCC-DCNN-CTC, and verifies the empirical analysis of the algorithm. 
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(1) After 400 iterations of training, the MFCC feature extraction algorithm achieves a feature extraction accuracy 
of 0.935, which is more outstanding than the spectrogram algorithm and the Fbank feature algorithm, and verifies 
the priority of the MFCC feature extraction algorithm. 

(2) On the basis of the speech recognition algorithm based on the DCNN-CTC model, after the introduction of the 
attention mechanism (ASKCC), it is found that the unweighted recall (UA) and the weighted precision are improved, 
with the values of 2.98% and 4.4%, respectively, which indicates that the attention mechanism has an improvement 
effect on the speech recognition algorithm based on the DCNN-CTC model, so as to make it better serve the 
students of colleges and universities. English listening training. 
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