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Abstract In recent years, network fraud as a new form of fraud, to the social and economic development and the 
safety of citizens' property has caused a greater threat. This paper proposes a computerized detection technique 
for network text fraud by design, so as to reduce the success rate of network fraud. This paper classifies the text 
information of network fraud, and improves the text recognition method through the method of knowledge 
distillation, and constructs a lightweight fraud text recognition model based on just distillation. Through 
performance test experiments, detect the utility of this paper's method to detect fraudulent text. The F0.5 mean 
values of this paper's lightweight fraudulent text recognition based on knowledge distillation are 0.72, 0.67, 0.73 on 
the online fraudulent text training set, validation set and test set, respectively, which are significantly better than 
other detection models. The accuracy of this paper's method on fraudulent text classification is greater than 0.8, 
which clearly outperforms other text classification models. All in all, the method in this paper comes out on top in 
both classification and detection of online fraudulent text, with better results. 
 
Index Terms online text fraud, text classification, text recognition, knowledge distillation, fraudulent information 
detection 

I. Introduction 
With the rapid development of the Internet and the widespread popularization of smartphones, the ways and types 
of information people obtain have become more and more diversified [1]. The Internet brings convenience to 
people, but also creates opportunities for lawbreakers, who use the Internet to mix harmful content in the massive 
information, bringing great harm to people's property safety and social stability and harmony [2]-[4]. Due to the 
covert and variable nature of fraudulent activities, criminals often change their tactics and adopt different 
camouflage methods and decoys, which makes it very difficult to identify and combat fraudulent behavior [5], [6]. 
For the majority of Internet users, timely and accurate identification and prevention of fraudulent information has 
become a key measure to protect personal and social security [7], [8]. Automated fraudulent information 
recognition technology can quickly and accurately find fraudulent information and issue timely warnings, effectively 
stopping fraud, ensuring people's property and personal safety, maintaining economic and social harmony and 
stability, is of great significance, is an indispensable part of China's anti-fraud action [9]-[12]. 

In the field of telecommunication network fraud governance, artificial intelligence technology has continued to 
promote the improvement of governance capabilities, especially the emergence of large-scale pre-trained 
language models, which have an increasing accuracy in recognizing conventional fraudulent information, thus 
enabling it to be intercepted in the transmission process [13]-[15]. Some organizations and enterprises actively use 
big data analysis, machine learning and other artificial intelligence technologies to carry out fraud governance and 
risk prevention and control, with higher technical recognition accuracy, stronger monitoring and interception in real 
time, and greater protection coverage, effectively reducing fraud risks and hazards [16]-[18]. Many scholars have 
conducted profound and extensive research on how to quickly and accurately identify the fraudulent information 
contained in the text. Literature [19] developed an enhanced convolutional neural network-based SMS phishing 
detection framework, which extracts relevant features from telecom fraud datasets so as to accurately and 
efficiently classify fraudulent messages in telecom networks. Literature [20] addresses the unstructured nature of 
phishing text data as well as the nonlinear complex correlation characteristics of phishing text data, and proposes 
to automate the detection of robust features of phishing text messages by utilizing a hybrid deep learning 
framework that incorporates multiple detection models in order to improve the detection of unstructured phishing 
text messages with complex patterns. Literature [21] establishes a two-tier architecture for web-based text 
message classification based on deep learning techniques, which is capable of detecting and classifying spam and 
phishing emails received by users with minimal errors, greatly improving the security of email communication 
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systems. Literature [22] uses natural processing techniques to extract relevant features in email phishing 
messages and feeds them into the constructed detection model based on deep learning techniques for training and 
testing, which shows high performance in terms of recognition accuracy. 

In addition, with the continuous confrontation and upgrading of scam texts and interception systems, some 
researchers have already analyzed and processed the deliberately created misspellings in scam texts in order to 
improve the recognition accuracy. Literature [23] shows that the large number of misspellings, acronyms, and 
slang contained in SMS texts can have an impact on the recognition effectiveness of traditional classifiers, for 
which a combination of augmented and stacked Plain Bayesian Classification Migration Learning method is 
designed to achieve accurate text message detection by migrating the knowledge of the source domain. Literature 
[24] designed a cueing and spelling based detection and recognition model (PSC-BERT) to extend the BERT 
model by integrating semantic, phonetic, and graphemic information of fraudulent messages, and subsequently 
introduced cueing and spelling learning methods to improve the accuracy of text classification and detection tasks. 
Based on this, it is of great significance to automate the recognition of fraudulent messages, as well as to automate 
the detection and correction of the phenomena such as the substitution of misspellings in fraudulent messages. 

In order to realize the accurate detection of network text fraudulent information, this paper first classifies the 
network fraudulent text, and forms the network fraudulent text classification model by prompting the method of 
comparing small sample text classification for task definition, comparing and fine-tuning sentence encoder and 
classification head training and other operations. On the basis of the classification of network text fraudulent 
information, the gating network and backbone network of the PSC-BERT model are knowledge distillation, and a 
lightweight fraudulent text recognition model based on just distillation is constructed, which is put into the detection 
of intelligent fraudulent information. In order to test the actual efficacy of the network text fraudulent information 
detection model in this paper, comparative experiments are conducted on the fraudulent information detection 
performance of this paper's method and the classification effect of fraudulent text to verify the superiority of this 
paper's method. 

II. Classification of Internet fraud texts 
II. A. Definition of tasks 
The web fraud text classification task can be defined as follows: given a fraud text consisting of n characters 

1 2{ , ,..., }nx x x x  (where 
ix  denotes the i-th character in the text), and Eq. (1) is used to determine the category of 

fraud to which the text belongs to ŷ  (the set of categories is Y): 
 ˆ arg max ( | )y Yy P y x  (1) 

In this study, we propose a small-sample text classification method based on cue template and contrast learning, 
which is composed of three main parts: cue template insertion, contrast fine-tuning sentence encoder, and 
classification head training. The overall structure of the method is shown in Fig. 1. 
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Figure 1: The flowchart of the text classification method of prompt contrast small sample 

II. B. Cue Template Insertion 
In domain-specific small-sample tasks, manually designing fixed templates for hard template cueing learning 
usually achieves good cueing results. Since the categorization dataset in this study is extremely purposeful and the 
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samples after adding the cueing templates need to be adapted to the subsequent comparison fine-tuning of the 
sentence encoder part, the hard template cueing method is used in this study. By constructing a cue template, the 
cue part is spliced with the sentence to be categorized so that the final input can form a more semantically 
complete sentence. 

In this study, in order to enhance the model's understanding of online fraud text classification, a cue template 
was carefully designed based on the task purpose and the characteristics of the original sentence sample: 'This is - 
a fraud-related text of type [MASK]'. The purpose of this template is to direct the model's attention to the 
categorization attributes of the scam text, making it easier to identify which type of scam the text belongs to. This 
form was chosen because it is succinct and fits naturally into the original text while retaining enough contextual 
information for the model to understand. The original Internet scam text was spliced with the hint template to form 
the form “Internet scam text + this is - a [MASK] type of scam text” to enhance the model's ability to understand the 
text's features. 

 
II. C. Contrastive fine-tuning sentence encoder 
The core task of the contrast learning fine-tuned sentence encoder part is to construct positive and negative 
ternary sample pairs based on the internet fraud text categories [25], so that the sentence encoder can fully learn 
the features among the samples and encode the input text efficiently. 

After the raw data samples are completed with cue splicing, in order to utilize the limited samples as efficiently as 
possible, this study adopts a comparison training method commonly used for image similarity. Formally, suppose a 
set of samples D where there are a total of K sentence samples spliced by cue templates is given, which can be 
formalized as: 

  ( , )i iD x y  (2) 

  ( )iC y  (3) 

where 
ix  and 

iy  are the sentences and their category labels after splicing by the cued template, respectively. 
For each category label c C  in D, two spliced sentence samples 

ix  and jx  are randomly selected from 

sentences belonging to the same category c, where i jy y c  , and 
ix  and jx  form a pair of positive ternary 

sample pairs and are labeled 1. Each category label c generates R pairs of positive ternary samples, denoted as 
c
pT , and this process can be formalized as: 

  ( , ,1)c
p i jT x x  (4) 

Similarly, for each category label c C  in D, a spliced sentence sample 
ix  from category c and a spliced 

sentence sample jx  that does not belong to that category are selected, where ( ,i jy c y c  ), 
ix  and jx  form a 

pair of negative triad sample pairs and are labeled 0. Each category label c generates R pairs of negative triad 
samples, denoted as c

nT , and this process can be formalized as: 

  ( , ,0)c
n i jT x x  (5) 

Finally, the positive and negative triples generated from all the category labels are combined to produce the final 
dataset for comparison fine-tuning of the sentence encoder, T. For each category c, there is a set of positive 
examples c

pT  and a set of negative examples c
nT . T can be formalized as: 

  0 0 1 1 | | | |( , ), ( , ), , ( , )C C
p n p n p nT T T T T T T   (6) 

where | |C  is the number of category labels, | | 2 | |T R C  is the number of paired samples in T, and R is a 

hyperparameter. The number of positive and negative sample pairs can be controlled by the R value, and a 
reasonable R value can effectively improve the performance of the encoder. 

The original small-sample dataset can be compared with the fine-tuning method to expand the size of training 
data in a few-sample scenario. For example, for a binary categorization sentiment analysis task, assuming that Q 
labeled samples are given in the original dataset, the possible size of the dataset T used for sentence encoder 
fine-tuning after constructing positive and negative ternary sample pairs by comparison is: 

 / 2( )1T Q Q   (7) 

The final fine-tuned dataset T clearly has a much larger sample size than Q. This allows the sentence encoder to 
be fine-tuned as efficiently as possible on a small sample dataset. 

Three pre-trained models, bert-base-uncased, bert-base-chinese, and chinese-roberta-wwmext, which are 
trained on large-scale corpus and are able to capture rich linguistic features, are selected for this study. 
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II. D. Classification head training 
The main task of classification head training is to map the encoded sentence embedding representations to the 
corresponding categories based on them. In this study, logistic regression model is chosen as the classification 
head for training. This is because the logistic regression model can provide explanatory decision boundaries [26] 
and has good generalization ability in small sample situations. The first step of training is to encode the training 
data { }ix  using a fine-tuned sentence encoder to generate a sentence embedding for each training sample: 

 ( )xi
iEmb MT x  (8) 

where ()MT  denotes the function of the fine-tuned sentence encoder. 
The generated embeddings with their corresponding category labels form the training set of the classification 

head CHT , which can be formalized as: 
  ( , )CH xi

iT Emb y  (9) 

where | | | |CHT D . 

Ultimately, it is assumed that the comparison-fine-tuned sentence encoder encodes and produces a sentence 
embedding for a piece of telecommunication fraud text ( )ix  in a network. Subsequently, a classification head 
trained by CHT  will make category predictions for the input sentences based on this sentence embedding. 
Formally, this can be expressed as: 

 ( ( ))pred
i ix CH MT x  (10) 

where CH denotes the classified head after being trained by the training set. 

III. Lightweight fraudulent text recognition based on knowledge distillation 
The knowledge distillation method is shown in Figure 2 [27]. The design of this chapter mainly consists of a teacher 
model PSC-BERT with a large number of parameters and relative complexity and a student model PSC-BERT4 
with a relatively small number of parameters and relative simplicity. The distillation methods for each component 
and the training methods for the model in general are described in detail below. 
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Figure 2: The knowledge distillation method schematic 

III. A. Distillation of output gating vectors of gated networks 
The output value of the gated network is the extent to which semantic, pronunciation, and glyph information is 
retained at each location [28], and is a one-dimensional vector of length pN l , as shown in Equation (11): 

 ( ( ) )G Sigmoid W Encoder E b    (11) 

Each position in the output gating value is a gated value between 0 and 1. The presence of the gating network 
has a positive effect on both model performance and convergence speed. Distillation of its output values allows the 
student model to learn what the teacher model knows about feature fusion, thus ensuring as much as possible that 
the student model learns as consistently as possible about the embedding matrix of the teacher model. 
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For the training objective, this paper uses the MSE loss to measure the degree of agreement between the 
teacher model and the student model in terms of gating values, as shown in Equation (12): 

 ( , ) ( , ) ( , )s t s t s t
dg c c p p g gL MSE G G MSE G G MSE G G    (12) 

where S
CG , S

pG , S
gG  are the gating values for the student model, and t

CG , t
pG , t

gG  are the gating values for the 

teacher model. 
 

III. B. Distillation of the output states of the hidden layer of the backbone network 
The hidden layer output state of the backbone network shows the hidden state of the suspect text output after 
passing through each layer of the Transformer encoder [29], including the embedding matrix after feature fusion 
and the hidden state of each layer of the encoder. The actual role of the encoder is to perform layer-by-layer 
feature extraction of the input sentence as shown in Equation (13): 

 
1( )i i ih Transformer h   (13) 

where ( 1,0,1,..., 1) N H
ih i L R      denotes the output features after passing through the i th layer of Transformer 

encoder, 
1h  denotes the embedding matrix, and L is the total number of layers of Transformer encoder. 

In this paper, the MSE loss is used to measure the degree of agreement between the teacher model and the 
student model in the hidden layer output states, as shown in Equation (14): 

 
0

1
( , )

1

sL
s t

dh h i i
is

L MSE W h h
L






   (14) 

where 
SL  is the number of hidden layers of the student model, SS N H

ih R   is the first i  hidden state of the 

student model, tt N H
ih R 
   is the teacher model's 'i th hidden state, SH  and tH  are the hidden dimensions of 

the student and teacher models, respectively. s tH H
hW R   is a learnable mapping matrix for mapping the hidden 

states of the student model to the same spatial size as the teacher model. Since the number of layers L of the 
student model and the teacher model are different, layer mapping is needed to map the student model hidden 
layers to the hidden layers of the teacher model at equal intervals when performing knowledge distillation, for 
example, when 4SL  , 12tL  , {0,1,2,3,4}i  , {0,1,4,7,11}i  , when 0i   indicates that the embedding matrix 

of the embedding layer is evaluated for consistency. 
 

III. C. Distillation of the attention matrix of the hidden layer of the backbone network 
The attention matrix of BERT contains a lot of linguistic information [30], which can reveal some syntactic and 
semantic information in the sentence, which is important for the model to understand the whole sentence. 
Therefore, in this paper, we distill knowledge from the attention matrix of the hidden layer of the network in the 
hope that the student model can learn the syntactic and semantic information contained in it from the attention 
matrix of the teacher model. 

In this paper, we use the MSE loss to measure the degree of agreement between the teacher model and the 
student model on the attention matrix, as shown in Equation (15): 

 
1 1

1 1
( ( , ))

s hL n
s t

da ij i j
i js h

L MSE A A
L n



 

    (15) 

where 
hn  denotes the number of heads of multi-head self-attention, S N N

iA R   is the i th hidden state of the 

student model, and t N N
iA R 
   is the 'i th hidden teacher model state. Same as the hidden layer output state, 

layer mapping is required due to the difference in the number of layers L between the student model and the 
teacher model, but the embedding layer is not considered here. 

 
III. D. Distillation of the output layer of the backbone network 
The ultimate goal of the model is to predict the correct character at each position in the output layer, so the 
knowledge embedded in the output layer is particularly important. The model obtains the logical output of each 
category at the output layer by means of a fully connected layer, and then by means of the Softmax function, the 
output probability of each category is obtained, as shown in Eqs. (16) and (17): 

 
1Lz Wh b   (16) 

 ( )P Softmax z  (17) 

where z is the logical vector of the output and P is the probability vector of the output. In addition to the positive 
labels, some negative labels also contain a certain amount of information, for example, the correct output of a 
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certain two positions is "gambling", and the word "gambling ball" also has a relatively large probability, which is 
ignored in the traditional hard label training, and all negative labels are meaningless. Through the distillation of the 
output layer, the student model can learn not only the information contained in the correct label, but also the 
information contained in the negative label, so that the amount of information brought by each sample to the 
student model increases. 

In this paper, we use KL scatter with a temperature coefficient to measure the degree of agreement between the 
teacher model and the student model in terms of output, as shown in Equation (18): 

 
1

0

1
( / , / )

n
s t

do kl i i
i

L D z T z T
n





   (18) 

where S
iz  and t

iz  denote the output logic vectors at the i th position of the student and teacher models, 

respectively, and the length of their vectors is the same as the length of the word list. T is the temperature 
coefficient, which is used to control the shape of the logistic distributions, and the larger the value, the smoother the 
distributions are, and the more the model learns from negative labels, and vice versa. 

 
III. E. Overall model training methodology 
The overall training method of the model in the knowledge distillation process is shown in Fig. 3.1) Pre-training of 
PSC-BERT and PSC-BERT4 on a large-scale generalized corpus.2) Fine-tuning of the pre-trained PSC-BERT in 
the fraudulent text dataset.3) Use of the fine-tuned PSC-BERT as the instructor model, and the pre-trained 
PSC-BERT4 as the student model for knowledge distillation in the fraudulent text dataset, combined with 
fine-tuning using real labels.4) Use the fine-tuned PSC-BERT for subsequent applications. 
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Figure 3: Model general training method 

The final loss function finL  in the knowledge distillation process is obtained as shown in Eqs. (19) and (20): 
 d dg dh da doL L L L L     (19) 

 (1 )fin dL L L     (20) 

where 
dL  is the loss function of the distillation part of the fine-tuning process, L  is the loss function of the 

PSC-BERT, and the constant   is the distillation loss share of the fine-tuning process. 

IV. Experimental results of network text fraud detection 
IV. A. Fraud Detection Performance 
The experiments will test the performance of SVM, LR, deepwalk, and the PSC-BERT designed in this paper for 
the fraud detection task on the AML dataset. In the following, deepwalk+directed message passing+neighbor edge 
numbering will be referred to as the deepwalk+ model. The same will be true for the other models. 

The experimental results will be presented in terms of model performance comparisons, and the impact of the 
test set results presentation. 

 
IV. A. 1) Model performance 
The trend of F0.5 values with Epoch on the training set is shown in Fig. 4. By initially analyzing the F0.5 value data 
on the training set, it is found that the F0.5 values of the PSC-BERT model in this paper are generally higher than 
those of the other models in all training steps. This finding indicates that the PSC-BERT model exhibits superior 
performance on the training set. Further observation of the trend of the F0.5 values with the training steps leads to 
the following conclusion: the overall trend of the F0.5 values of the PSC-BERT model shows an upward trend, 
which indicates that the model has been continuously optimized during the training process and effectively learned 
the feature representation of the data. In contrast, the F0.5 values of the deepwalk, node2vec, Line, deepwalk+, 
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and node2vec+ models have improved, but the magnitude is not as significant as that of the PSC-BERT model, 
which may not make full use of the features of the different relationship types, which restricts the model's ability to 
characterize the complex graph structure. The F0.5 values of SVM and LR models, on the other hand, improved in 
some training steps, but the overall change was small and the improvement slowed down in the later stages, which 
may have encountered the gradient vanishing or gradient explosion problem during the training process, which 
would lead to unstable model training, thus affecting the improvement of F0.5 values. 

 

Figure 4: F0.5 with the change of epoch changes in the training set 

The trend of F0.5 value with Epoch on the validation set is shown in Fig. 5. And it can be concluded that the F0.5 
value of the PSC-BERT model is higher than the other benchmark models combined with the improved model in 
most steps. And the performance of the PSC-BERT model on the validation set is similar to that on the training set, 
indicating that the feature representations learned by the PSC-BERT model on the training set can be well 
generalized to the validation set, and the risk of model overfitting is low. 

 

Figure 5: F0.5 with the change of epoch changes in the verification set 

IV. A. 2) Presentation of test set results 
The trend of F0.5 values with Epoch on the test set is shown in Fig. 6. At the initial step, the F0.5 score of 
PSC-BERT is 0.687, indicating that the model shows good performance at the early stage of training. As the 
training steps increase, the F0.5 score of PSC-BERT shows fluctuations, but the overall trend is upward, which 
indicates that the model gradually learns and improves its performance during the training process. At step 10, the 
F0.5 score of PSC-BERT reaches a peak of 0.762, which is also the highest F0.5 score among all models, showing 
the best performance of the model at this step. In the subsequent steps, the F0.5 scores of RGAT+ decreased, but 
still remained at a high level, indicating that the model has good stability and generalization ability. 
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Figure 6: F0.5 with the change of epoch changes in the test set 

IV. B. Classification experiments 
For the detection model, the classification task is an important factor in measuring the performance of the algorithm. 
The vectors of nodes are generated by graph embedding methods and are input to the classifier as a collection of 
attributes of the nodes in the classification task. In order to study the performance of the models under different 
label completeness, classification experiments are conducted in this paper with different proportions of labeled 
nodes retained, and in order to minimize the impact of different classifiers, LR is used as the classifier for all 
models. 

For the control experiments with other methods, 10%, 30% and 50% of the dataset are randomly divided into the 
training set, and the rest is used as the test set to train the network and repeat 10 times to take the average value, 
the corresponding results are shown in Table 1. 

Compared to other methods, the model in this paper has improved results on three different datasets. Observing 
Table 1, the first two results are obtained by the traditional method, the classification effect on Cora and Citeseer 
datasets largely depends on the underlying principle of the algorithm, while the anti-fraud effect on Fraud Detection 
dataset is also closely related to the call feature extraction situation, and both more effective feature extraction and 
a larger proportion of the training set can improve the classification accuracy. The limited anti-fraud effectiveness of 
the traditional methods indicates that the current set and scripted fraud methods are not sufficiently distinctive in 
their features and are difficult to discriminate. The third to fifth results are obtained by the network structure-based 
method, firstly, comparing with the traditional method, the classification effect of the network structure-based 
method is substantially ahead of the traditional method with different proportions of training sets, which indicates 
the effectiveness of this paper's method in network node classification and telecom anti-fraud.  

Table 1: Experiment results 

 Cora Citeseer Fraud Detection 

Rate 10% 30% 50% 10% 30% 50% 10% 30% 50% 

SVM 0.627 0.684 0.698 0.777 0.716 0.669 0.724 0.731 0.708 

LR 0.792 0.772 0.746 0.688 0.703 0.658 0.714 0.778 0.652 

deepwalk 0.652 0.656 0.774 0.706 0.762 0.682 0.706 0.767 0.779 

node2vec 0.677 0.655 0.773 0.743 0.818 0.757 0.791 0.724 0.666 

Line 0.647 0.718 0.614 0.778 0.685 0.722 0.778 0.729 0.643 

deepwalk+ 0.754 0.809 0.689 0.657 0.694 0.742 0.644 0.739 0.705 

node2vec+ 0.764 0.769 0.661 0.653 0.725 0.732 0.766 0.756 0.658 

Line+ 0.723 0.816 0.723 0.739 0.714 0.726 0.791 0.665 0.709 

Ours 0.821 0.825 0.835 0.833 0.821 0.849 0.831 0.803 0.814 

Secondly, comparing to the network structure-based methods themselves, the deepwalk and node2vec methods 
based on random wandering classes can explore the network neighborhood more effectively and learn the network 
structure more adequately, thus the node classification effect is more prominent than Line. The sixth to eighth 
results are obtained by the methods based on network structure and splicing attributes, compared with the 
methods based on network structure, these methods also splice the corresponding attribute features of nodes after 
obtaining the target vector. Although the node features are not directly involved in the training of the algorithm, after 
splicing, the target vector is richer in information, and the classification effect is qualitatively improved, which shows 
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that the incorporation of node attribute features has a positive effect on the learning. The ninth to tenth results are 
obtained by the method based on the fusion of network structure and node features. The algorithm in this paper 
considers the problem of weak association between nodes, based on the interaction between nodes, calculates the 
similarity in structure and attributes respectively, then judges whether it is a positive relationship by thresholding, 
and finally goes to learn the parameters and thresholds respectively. Therefore, the algorithm in this paper is 
somewhat ahead of all the previously described methods. 

V. Conclusion 
In this paper, we first classify the online fraud text, and on the basis of the classified text, we construct a lightweight 
fraud text recognition model based on knowledge distillation through the method of knowledge distillation to 
intelligently detect the information in online fraud. 

Comparing this paper's PSC-BERT model with other classical content recognition models, it is found that the 
F0.5 mean value of this paper's lightweight fraud text recognition is 0.72 in the training set, 0.67 in the validation set, 
and 0.73 in the test set. The F0.5 mean values of the suboptimal methods are 0.71, 0.65, and 0.70, respectively, 
which is known to be ahead of the other methods in fraud text detection is ahead of other methods. The 
classification accuracy of this paper's method on the three datasets of fraudulent text is more than 0.8, which is 
also better than other text classification models, so it can be seen that this paper's method has a greater advantage 
in detecting online text fraudulent information. 
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