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Abstract Aiming at the problem of limited generalization ability of U-Net network to images of different scales and 
resolutions in image segmentation tasks. In this paper, a multi-scale feature extraction convolutional block is 
integrated into U-Net to enable the model to simultaneously consider image information at different scales, thus 
obtaining a more comprehensive and rich feature representation. In order to alleviate the limitation of the influence 
of the convolution kernel size in the convolution operation, a self-attention mechanism is embedded on the basis of 
the multi-scale feature learning image alignment network to cross-fertilize and match the feature representations of 
different images to form a new UNet backbone network, i.e., the LK-CAUNet model. Segmentation effects of 
different modal training on image alignment techniques are analyzed using T1, T2, T1ce, Flair single modality and 
a combination of all four modalities used simultaneously. The segmentation performance of LK-CAUNet model is 
analyzed on the dataset. The DSC metrics of LK-CAUNet model under the combined training of T1+T2+T1ce+Flair 
modalities are WT=93.56%, TC=89.42%, and ET=83.22% respectively. 
 
Index Terms u-net network, multi-scale features, image segmentation, image alignment technique 

I. Introduction 
Image as a very important medium and means has received more and more attention in today's time. When 
researching and analyzing in the field of image processing, it is usually necessary to read the images by traditional 
means, such as box mounting devices or printing images on film [1], [2]. However, due to various differences or 
variations, it is difficult for researchers to synthesize the acquired images completely and accurately [3], [4]. Image 
alignment, on the other hand, can take advantage of computer image processing techniques so that these images 
can be unified into a common coordinate system, aided by computer visibility [5]-[7]. 

Image alignment aims to establish the spatial transformation relationship between two images, and to realize the 
alignment of two image regions by determining the parameters of the geometric transformation model and 
converting the coordinates of the image to be aligned into the coordinates of the reference image [8]. Using image 
alignment techniques, one can combine images collected from different sensors, or one can obtain variations 
between images under different conditions and at different times, or one can collect information in three dimensions 
and template-based patterns from images of moving objects [9]-[12]. However, digital image alignment can be 
limited by hardware devices such as the acquisition of digital images, so very often only one sensor or several 
sensors can be used to obtain information or a part of the picture of the same object or a part of the same scene 
[13]-[15]. Since there is a certain degree of connectivity between this data information, multi-scale image alignment 
techniques can be designed to obtain richer and more comprehensive information containing more detailed 
information [16]-[18]. Nowadays, image alignment techniques are also used in computer vision and other fields, 
and also play an important role in practical applications such as image stitching, image analysis, data fusion, target 
change recognition and detection [19], [20]. 

This paper analyzes the proposal and development of image pyramid, including subsampling pyramid, Gaussian 
pyramid, and the up-sampling and down-sampling process of image pyramid. Propose U-Net network, for the 
shortcomings of U-Net network in medical image segmentation task which is easy to be interfered by noise and has 
limited generalization ability, propose a new type of U-Net backbone network, i.e., LK-CAUNet.The LK-CAUNet 
model adds cross-attention module and loss function part based on deformable image alignment network based on 
multiscale feature learning. Preprocess the image data and analyze the effect of single modality and combined 
modality on the segmentation performance of LK-CAUNet model. Test the performance of LK-CAUNet model using 
Dice coefficient, sensitivity and positive predictive value indexes, and analyze the DICE score curve and MSE curve. 
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II. Image alignment techniques proposed 
II. A. Image Pyramid 
Image pyramid is a model for multi-scale feature representation of digital images. The simplest kind of image 
pyramid is the subsampling pyramid, which can be obtained by sampling each layer of image to the previous layer 
at equal intervals along both row and column directions [21]. 

The subsampling pyramid, although fast to construct, will reduce the accuracy due to too much variation in scale. 
In order to solve this problem it is necessary to introduce a filter, the filter can not be satisfied in the filtering process 
to add new extreme points, Gaussian filter can satisfy this condition, Gaussian filter is a low-pass filter, can remove 
the low-frequency components, and play the role of image smoothing. 
Gaussian pyramid is used to smooth the image using a proper smoothingfilter, followed by downsampling the image 
after smoothing. Continue to do the same for the resulting resultant image, repeating this step several times, with 
each cycle resulting in a smaller, smoother, lower resolution image. If the original image is placed at the bottom and 
each subsequent resulting image is stacked on top of the previous result, the shape of a pyramid is formed. The 
Laplace pyramid is obtained by differencing two adjacent layers of images in the pyramid. Since the size of the two 
neighboring layers is different, some image interpolation operations are needed to calculate the difference between 
the pixels. Each layer in the Laplace pyramid is obtained by interpolating the corresponding layer of the Gaussian 
pyramid as well as the higher layer to enlarge the difference. 

The image pyramid upsampling and downsampling process is shown in Fig. 1, the image pyramid contains 4 
layers of images, and the collection of these 4 layers of images is compared to a pyramid. It can be acquired through 
gradient down acquisition until some termination requirements are met before stopping the acquisition, but in the 
down acquisition, the higher the level, the smaller the pixels and the lower the clarity. 

There are two main ways to generate an image pyramid: down sampling and up sampling. Down sampling: the 
process of converting an image from G0 to G1, G2, G3, with further degradation of image clarity. Upward sampling: 
the image is transformed from G3 to G2, G1, G0, the process of improving the clarity of the image. 

Take samples 
upwards

Take samples 
downward

G0

G1

G2

G3

 

Figure 1: Image pyramid sampling and sampling process 

II. A. 1) Downward sampling 
In image down sampling, there are generally two steps: 

The first step performs a Gaussian convolution kernel (Gaussian filtering) on the image. 
The second step removes all even rows and columns. 
Here, the Gaussian kernel convolution algorithm (Gaussian filtering) is simply a step of weighted averaging of the 

entire image, where each pixel value is derived from a weighted average of itself and the rest of the neighboring 
pixel values in the neighborhood (with proportional differences in weights). Typical 5*5 Gaussian kernels include: 
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II. A. 2) Upward sampling 
Sampling up an image is the process of enlarging an image from a small image. It enlarges the image in each 
direction to twice the original image, with new rows and columns filled with zeros, and uses the same convolution 
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kernel as “down sampling” multiplied by 4, and then convolves with the enlarged image to obtain the new value of 
“new pixels”. This is shown in equation (2): 

 

45 0 123 0

45 123 0 0 0 0

89 149 89 0 149 0

0 0 0 0

  (2) 

It adds a new row and column of pixels with a value of 0 in each direction between the original pixels 45, 123, 89, 
and 149. In each direction it is expanded to twice the original size, and the new rows and columns are filled with 
zeros. Use the same convolution kernel as for “downsampling” and multiply by 4 to get the new values of the “new 
pixels”. 

 
II. B. Image alignment method for multi-scale feature learning 
Image alignment refers to the use of different imaging modalities formed by the meaning of different two images, to 
find out a transformation to achieve the purpose of the alignment of the corresponding points, the corresponding 
points include the location of anatomical structure points, angle, size [22], [23]. Image alignment is based on the 
need for two images with similar or identical parts, the process is a coordinate mapping between one image and 
the other, first spatial transformation, followed by interpolation, calculating the similarity function for comparison, 
searching for optimization, and iterating until the similarity function reaches the optimum, the essence of which is 
the spatial and grayscale transformations between two images. For image ( )A a  and image ( )B b : 

 ( ) ( ( ), ( ( )))M T M A a B T b  (3) 

In Eq. M   refers to the similarity function and T   refers to the spatial transformation, the purpose of image 
alignment is to find the best T  transformation that makes M  optimal. 

In this paper, the spatial position relationship of the corresponding points between two images is described as a 
rigid-body transformation, which can deal with the problem of simple differences in targets due to changes in position. 
Before and after the transformation is performed, the distances between all points in the image correspond to equal. 
In this paper, the rigid-body transformation has six parameters in the three-dimensional coordinate system of the 
human body, which are three parameters of rotation around the coordinate axis and three parameters of translation 
transformation along the coordinate axis. 

 
II. B. 1) U-Net network 
U-Net network is a U-shaped network with an encoder-decoder structure, which is mainly used to solve medical 
image segmentation problems [24], [25]. The encoder part of U-Net consists of multiple convolutional blocks, each 
of which includes convolutional layers, batch normalization, and activation functions for learning low-level features 
of the image. With the encoder part, the network gradually extracts the features of the input image and reduces the 
spatial resolution. The decoder part consists of multiple inverse convolution blocks, each containing transposed 
convolution, batch normalization and activation function, which helps to learn the high-level semantic information of 
the image. With the decoder part, the network restores the feature map to the size of the original input image and 
generates the segmentation result. The jump connection structure between the two enables the image feature 
information in the encoder to be passed to the decoder, which in turn utilizes these feature maps in the decoding 
process to restore the image details, realizing the effective fusion of semantic abstract information and positional 
information between different network layers. 

The symmetric structure of U-Net enables the network to learn both local features and global context information 
of an image, which makes U-Net perform well in medical image segmentation tasks. However, it also has some 
shortcomings, including difficulty in balancing global and local information, susceptibility to noise interference, and 
limited generalization ability. 
II. B. 2) LK-CAUNet method proposed 
Ⅰ Network structure of Broad-UNet-diff 

Aiming at improving and optimizing the shortcomings of U-Net network in the field of image alignment, Broad-
UNet-diff, a deformable image alignment network based on multi-scale feature learning, is proposed. 

Given source and target images in the spatial domain, the goal of deformable image alignment is to find an optimal 
nonlinear dense transformation or deformation field : R     to minimize the energy: 

 min ( ; , ) ( )D m f RE f I f I E R     (4) 
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where DE  is a data matching term used to evaluate the similarity between the alignment feature mf I  of the 

source image and the alignment feature ff I  of the target image. The RE  is a regularization term. 

A model for medical image alignment is proposed by integrating a multi-scale feature extraction convolutional 
block into a common U-Net. In the process of image alignment, the encoder extracts features from the input image 
pairs, while the decoder is responsible for classifying each pixel to generate the segmentation. By jumping 
connection between the encoder and decoder, accurate localization can be achieved in the output image. 

The proposed Broad-UNet-diff model has two inputs: the target image and the source image. It generates a 
nonlinear distortion function, which is then applied to the source image via a spatial transformation function. The 
bottom of the figure shows the structure of the alignment network. A multi-scale feature extraction convolutional 
block is embedded into the U-Net network, which ultimately generates the deformation field. 

In the model, based on the stabilized displacement field in the final output of the Broad-UNet, seven scaling and 
squaring layers are used to compute integrals to induce anisotropy so that the final deformation field can be 
represented as shown as  exp v  . 

II Generating an image pyramid 
The original image is scaled into different scales to generate an image pyramid and the scaled image is fed into 

different sub-networks (P-Net, R-Net, O-Net, U-Net) for training with the aim of being able to detect faces of different 
sizes, thus enabling multi-scale target detection.P-Net is a candidate network for image regions.R-Net is used to 
veto P-Net to generate most of the wrong detection frames and the method applies detection frame regression and 
NMS merged detection frames. The P-Net candidate frames correspond to the original image and are intercepted, 
at the same time, the intercepted image is scaled to 24*24*3 as the input of R-Net, and the output of the network is 
the same as that of P-Net.O-Net screens the detection frames even further, which is the same as the processing of 
R-Net, and scales the face region of the output candidate frames of the previous layer to 48*48*3 as the input of O 
-Net's input, the output of the network is the same, including the coordinate information of the N bounding boxes, 
the score and the key point location. As can be seen from the network structure, this layer has one more 
convolutional layer than the R-Net layer, so it can get more fine processing results. 

III Multi-scale feature extraction module 
The model contains a 3D feature extraction convolution block with parallel arms, and the multi-scale feature 

extraction convolution block is shown in Figure 2. In this multiscale feature extraction convolution block, the data is 
forked into parallel convolution branches with different kernel sizes after initial convolution. A 3*3*3 kernel size 
convolution follows a set of parallel convolutions with 1*1*1, 3*3*3 and 5*5*5 kernel sizes. In order to reduce the 
large number of feature parameters generated by these parallel convolutions, a kernel factorization is applied in the 
convolution operation, which means that the N*N*N convolution is decomposed into three consecutive 1*1*N, 1*N*1 
and N*1*1 convolutions. The outputs of different branches are then connected. In addition, residual connections are 
added alongside the parallel convolution in order to retain the complete feature information. Finally, the output of 
the convolution block is extracted using the ReLU activation function corrected for multi-scale features. 
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Figure 2: Multiscale features extract the convolution block 

IV Overview of the LK-CAUNet algorithm 
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However, challenging applications and recent advances in computer vision have shown that the effective 
receptive field of convolutional operations is limited by the size of the convolutional kernel, and convolutional neural 
networks usually have limitations in modeling explicit remote spatial relationships present in images. To address 
this problem, on top of the network structure of Broad-UNet-diff, this paper optimizes and improves it, and proposes 
a novel UNet backbone network LK-CAUNet. 
Ⅴ Network structure of LK-CAUNet 
The proposed LK-CAUNet model framework of motion images and fixed images are input into their respective 

feature extraction sub-networks with large kernel multi-scale feature extraction convolutional blocks. Their features 
are fused and matched in the form of cross-attention and the fused features are up-sampled. After up-sampling, the 
full resolution displacement fields of the moving and fixed images are obtained. Next, a squaring and scaling layer 
is used to ensure the isoembryonicity of the final deformation. Finally, the exact amount of deformation can be 
estimated by minimizing the loss function, which deforms the motion image to resemble the fixed image. 

Unlike the nonlocal blocks that compute self-attention on a single image, the cross-attention module proposed in 
this paper aims to establish the spatial correspondence between the features of two different images. The two input 

feature mappings of the module are denoted as the original input 64LWHP R    and the crossover input 
64LWHC R  . The ,L W  and H  denote the dimensions of each 3-dimensional feature after flattening. The module 

computes the crossover features which can be expressed as: 
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where iC  and iP  are the characteristics of the cross input and the original input at positions i  and j , ),( ) (    

and ( )s   are linear embeddings, and ( ) exp( )f    . 

In Equation, ( )f   computes a scalar representing the correlation between the features at the two locations iC  

and iP . The result iy  is a normalized summary of the features at all positions of the original input. These features 

are weighted with the correlation of the features on the location i  of the cross input. Thus, the matrix Y  consisting 
of iy  integrates the non-local information from the original input to each position in the cross input. Finally, the 

output of the module is the sum of Y  and the original input to allow for efficient backpropagation. Thus, the feature 
at a location k  in the output of the module summarizes the nonlocal correlation between the entire original input 
feature map and the location k  in the cross-input feature map, as well as the information at k  in the original input 
feature map. 

 
II. B. 3) Loss function 
The loss functions both consist of a mean square error (MSE) data term and a 2L  regularization term for the 

gradient of the deformation field, balanced by the hyperparameter  . The mean square error data term can be 
expressed as: 

 2

1

1
( ( ) )

N
i i

sim m i f
i

loss I I
N




     (6) 

The 2L  regularization term can be expressed as: 

 2
2

1
|| ( ) ||smooth iloss v

N
    (7) 

where N  denotes the number of input image pairs, fI  denotes the target image, mI  denotes the source image, 

and   denotes the model parameters to be learned. The   denotes the first gradient realized by finite difference. 
Thus, the total loss function can be expressed as: 

 total sim smoothloss loss loss   (8) 

where the value of   is set to 0.5. 
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III. Evaluation of medical image segmentation models with improved UNet structure 
III. A. Data pre-processing 
In order to validate the effectiveness of the proposed model, experiments are conducted on four datasets in this 
paper. They are the training data provided by the Brain Tumor Segmentation Challenge organized by MICCAI in 
2018 as well as 2020, and the MRI images of glioma as well as meningioma provided by a hospital in Beijing. For 
the sake of narrative simplicity, the datasets provided by the MICCAI challenge are noted as BraTS 2018 and BraTS 
2020 in this paper, and the two types of tumor datasets provided by this hospital are named GLIA and MENIB. 

In order to make the network training easier to converge, it is generally necessary to perform pixel normalization 
operations on the images. In this paper, zscoring is used to normalize the images. As shown in equation (9). Namely: 

 
x 



 (9) 

For each voxel x , first subtract the mean   and divide by the standard deviation  . 
 
III. B. Experimental environment and parameter settings 
The experimental models are run on a deep learning server with the relevant configurations shown in Table 1. 

Table 1: Experimental environment configuration 

Name Type 

Hard disk 6TB 

CPU Intel(R)Core(TM)i7-10750H 

Memory 32GB 

Graphics model Geforce GTX 2080ti 

Depth learning framework pyTorch 

Programming language Python 

Operating system Linux 

 
The specific model hyperparameter settings in the experiment are shown in Table 2. The deformation field 

regularization parameter   is taken as 0.5 to ensure that the image will not be too smooth and lose details, and 
the learning rate is adopted as 41e  to reduce the overfitting phenomenon that occurs during network training. 

Table 2: The concrete model superparameter Settings in the experiment 

Parameter name Parameter value 

Learning rate 
41e  

Regularization parameter   0.5 

Loss MSE 

Epoch 500 

Batch size 5 

Transformer batch size 12 

Optimizer Adam 

 
III. C. Evaluation indicators 
Medical image segmentation does not reflect the advantages and disadvantages of different algorithms well using 
a single evaluation metric due to its complexity. Because of the different emphasis of different evaluation indexes, 
an algorithm may work well in one evaluation index, but perform poorly in another evaluation index. 

In order to reflect the performance of different algorithms as objectively and fairly as possible, this paper adopts 
a variety of evaluation indexes to test the segmentation effect of algorithms. They include Dice coefficient (DSC), 
sensitivity (SEN), and positive predictive value (PPV).The formulas for Dice coefficient, sensitivity, and positive 
predictive value are shown in Eqs. (10) to (12): 
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where P , T 's are the prediction result and the true label, and the subscript f  denotes the image foreground 
region. 
 
III. D. Analysis of experimental results 
III. D. 1) Analysis of the results of the effect of different modes on the segmentation effect 
In order to verify the importance of different information for the segmentation task, the image alignment model for 
multi-scale feature learning is trained in this paper using data from four modalities of BraTS 2020 respectively. 

BraTS 2020 segmentation results using different modalities are shown in Figure 3. The average Dice coefficients, 
sensitivities and positive predictive values of the trained models for different modalities are demonstrated. Where 
the whole tumor region (WT), tumor core region (TC), and tumor active region (ET). 

It can be found that the model trained with a single modality cannot achieve good results on all three types of 
segmentation regions at the same time, such as Flair and T2 have very good prediction effect on WT, which reaches 
more than 80% respectively, but performs poorly on the segmentation of the two regions of TC and ET. T1 and T1ce 
also have this kind of problem, so it can be seen that the information provided by the different modalities for the 
training of the model is differentiated, and only using a single modality to train a model is not sufficient to predict the 
positive results. This shows that the information provided by different modes for model training is different, and using 
only a single mode to train the model often fails to get the optimal results. 

 

Figure 3: Brats 2020 USES different modal segmentation results 

In addition, this paper also verifies the effect of modality combinations on the segmentation performance of the 
algorithm, including the use of T1 and T2, T1ce and Flair, and the simultaneous use of four modalities. For the two-
modal combination, only two forms are used in this paper, the main reasons are: T1 and T2 is a more conventional 
combination, because these two modes can provide two types of information about the tumor anatomy and lesions 
respectively; T1ce and Flair is a combination because T1ce can show the details of the tumor interior, which makes 
it easy to distinguish between the tumor and the non-tumor lesion area. Flair, on the other hand, suppresses 
cerebrospinal fluid information, thereby highlighting the entire tumor profile. Thus, the pairing of these two modalities 
reflects information from both the inside and outside of the tumor. 

The use of multimodal combination to train the model can provide more information for training, which can 
alleviate the above problems to a certain extent. The segmentation results of the algorithm by modality combination 
are shown in Figure 4. 

The results of the model trained with T1+T2 modalities are better than the model trained with T1 or T2 alone in 
the segmentation of three types of regions under the Dice evaluation index.Under the Dice evaluation index, the 
results of the model trained with all the modalities inputted into the network at the same time are DSC(%)-
WT=93.56%, DSC(%)-TC=89.42%, and DSC(%)-ET=83.22%. 83.22%. 

Finally, the models trained using data from all modalities achieved very good results for the segmentation of all 
types of regions, and although they are not the optimal results in some of the item metrics, they are not far from the 
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optimal results. Therefore, in this paper, for both the BraTS 2018 dataset and the BraTS 2020 dataset, all modalities 
are input into the network at the same time for model training, so as to maximize the use of the information contained 
in the data and improve the segmentation effect of the model. 

 

Figure 4: The split result of the modal combination on the algorithm 

III. D. 2) Analysis of data set results 
In this paper, we first validate the segmentation performance of LK-CAUNet and STUNet on the publicly available 
dataset BraTS 2020, and compare the segmentation results of the UNet network as well as the three UNet-based 
improved networks. 

The segmentation results of this paper's algorithms on BraTS 2020 are shown in Figure 5. The average Dice 
coefficients, sensitivities and positive predictive values of various algorithms on the official evaluation criteria of 
BraTS 2020 are shown. 

It can be seen that the segmentation method proposed in this paper outperforms other improved methods in the 
metrics of Dice coefficient (DSC) and positive predictive value (PPV).The LK-CAUNet model has 91.12%, 88.79%, 
and 79.93% for WT, TC, and ET on DSC, respectively. It is 12.5%, 4.19% and 9.71% higher than UNet network. 
The performance is obvious on the segmentation tasks of WT and ET. However, the performance in sensitivity index 
is inferior to other improved models.The DSC(%)-TC index of DeepResUNet model is 92.15%, which is higher than 
the LK-CAUNet model in this paper. Combining all the indexes, the LK-CAUNet model proposed in this paper is 
overall better than the other improved models. 

 

Figure 5: The algorithm split the results at brats 2020 

III. D. 3) Dice Score Curve vs. MSE Curve 
In order to verify the effectiveness of the image alignment model proposed in this paper to improve the multi-scale 
feature learning of U-net network, two types of tumor datasets GLIA and MENIB provided by the hospital are used, 
and the Dice scores and MSE curves obtained by applying the model training to the experimental alignment results 
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of medical images of the proposed alignment method are shown in Fig. 6.The Dice scores curves and MSE curves 
are shown in Fig. 6. 

It can be seen that the Dice score increases steadily with the increase of the number of iterations and tends to 
stabilize. And the MSE loss curve also decreases gradually with the increase of the number of iterations, and the 
final loss value curve is close to smooth and tends to zero. 

  

(a) DICE score curve (b) MSE loss curve 

Figure 6: DICE score curve and MSE curve 

IV. Conclusion 
In this paper, we propose a deformable image alignment network based on multi-scale feature learning by improving 
the U-Net network. In order to alleviate the impact of the convolution operation limited by the size of the convolution 
kernel, a novel UNet backbone network, LK-CAUNet, is proposed on the basis of multiscale feature learning image 
alignment network.Preprocessing of the performance test data set of the image alignment technique, combined with 
Dice coefficients, sensitivity, and positive predictive value detection of the novel UNet backbone network proposed 
in this paper.T1, T2, T1ce, Flair single modality to train the LK-CAUNet model, the LK-CAUNet model can efficiently 
predict the WT region. However, the segmentation performance of both TC and ET regions needs to be 
optimized.When the LK-CAUNet model is trained with a combination of modalities, the combination of 
T1+T2+T1ce+Flair can train the segmentation performance of the LK-CAUNet model more efficiently. On the BraTS 
2020 dataset, the LK-CAUNet model is able to outperform other improved methods. It is proved that modal 
combination training is effective for LK-CAUNet model. Meanwhile, the DICE score curves and MSE curves of the 
LK-CAUNet model on the GLIA and MENIB datasets indicate the stability of the LK-CAUNet model operation. 
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