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Abstract Among the various services of smart libraries, knowledge discovery services are becoming more and 
more popular among users. Knowledge discovery based on data mining supports users to obtain convenient 
resources, as a result, this paper optimizes the library knowledge discovery method, utilizes the DDGP 
reinforcement learning algorithm for enhancement learning, and proposes a dual experience pool structure and 
hierarchical experience playback mechanism to improve the DDPG algorithm, and realizes the library accurate 
recommendation model based on enhancement learning. Experiments are carried out on different datasets, and 
the results of each evaluation index of the improved DDPG algorithm in this paper are better than those of the 
comparison methods, with the hit rate and the cumulative gain of the normalized discount improved by 
0.132~0.380 and 0.074~0.308 compared with that of the DDPG algorithm, and the superior performance of the 
accuracy, the recall and the F-value are also obtained under different recommendation numbers. Experiments 
show that the library precision recommendation method based on augmented learning in this paper has better 
resource recommendation accuracy and can provide users with more personalized knowledge discovery services. 
 
Index Terms augmented learning, data mining, knowledge discovery, recommendation model, DDGP, library 

I. Introduction 
With the development of the network information environment, digital libraries are faced with the challenges of 
information technology and the continuous development of users' information needs and rapid changes in the 
information competition environment [1]. On the one hand, with the rapid development of information technology, 
database technology, the “information explosion” phenomenon is becoming more and more obvious, the 
continuous upgrading of information storage methods (from databases to data warehouses, database clusters, 
etc.), are revealing that the data capacity shows an exponential increase in the speed of the speed [2]-[4]. However, 
the development of data processing technology is relatively backward, database technology is still stuck in the 
relatively simple entry, query, statistics, retrieval stage, the database of the data between the existence of 
relationships and rules, data group characteristics, data sets within the laws and trends, etc., but the lack of 
effective technical means to dig out, thus appearing the so-called “by data The so-called “drowned by data, but 
hungry for knowledge” phenomenon [5]-[8]. However, the level of people's demand for “knowledge” is escalating, 
and they are more and more dissatisfied with the information they obtain through simple inquiries. Instead, they 
want to obtain more useful and deeper “knowledge” to meet their learning and working needs [9]-[11]. Then it 
becomes a priority to find ways to extract the important information and knowledge hidden behind a large amount 
of data. 

Knowledge Discovery (KDD) is a cross-discipline that emerged in the 1980s, which was developed in the context 
of deepening research in database technology, machine learning technology, statistical technology, artificial 
intelligence technology, etc. [12]. The rise of KDD is the result of a long history of research and development in 
data processing and analysis [13]. It has brought database technology to a more advanced stage, which is not only 
capable of querying and traversing past data, but also capable of identifying potential connections between data 
and discovering predictive, discrepant knowledge that is instructive [14], [15]. Bracco, A et al. discussed the 
potential of knowledge discovery through data mining (KDD) techniques that can extract new insights by identifying 
datasets [16]. Hammad, A and AbouRizk, S developed a five-step data based Knowledge Discovery (KDD) 
integration approach and converted existing multidimensional historical data into useful knowledge [17]. 
Molina-Coronado, B et al. provided a comprehensive overview of network intrusion detection methods from the 
perspective of Knowledge Discovery in Databases (KDD) process, discussing their effectiveness for use in data 
collection, preprocessing transformation, data mining and evaluation [18]. Shu, X and Ye, Y pointed out that 
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knowledge discovery and data mining are emerging interdisciplinary fields that can complement traditional 
statistical methods by improving model fitting, revealing hidden patterns, identifying nonlinear effects and enriching 
scientific discovery [19]. These successful application examples have proved that the knowledge discovered by the 
use of knowledge discovery tools has a great guiding effect on production, scientific research and many other fields 
[20]. Therefore, knowledge discovery in libraries with huge information resources will certainly provide better 
knowledge guarantee for the development of human beings and the development and progress of society [21]. 

The study analyzes library knowledge discovery based on data mining from two aspects: data collection and 
data mining. Drawing on reinforcement learning theory, the DDGP algorithm is used to establish a library resource 
recommendation model with the user as the environment and the library recommendation system as the intelligent 
body. Aiming at the problem of inefficient optimization of the intelligent body when DDPG is applied to sparse 
reward recommendation scenarios, we propose a dual experience pool structure and a layered experience 
playback mechanism, which separates the storage space for zero- and non-zero- reward experiences, and 
controls the proportion of each type of data in the batch each time the intelligent body takes it by means of stratified 
sampling, so as to improve the utilization rate of the experience information, and thus enhance the reward density 
and long-term rewards. The school digital library data and Goodbooks-10k dataset are selected for experiments to 
explore the performance and enhancement of the proposed method for library resource recommendation and 
knowledge discovery services by comparing the hit rate and normalized discount cumulative gain of different 
models in the two dataset varieties, as well as comparing the model's accuracy, recall, and F-value with different 
recommendation numbers. 

II. Library knowledge discovery technology applications 
In recent years, with the establishment and improvement of the mechanism of sharing digital information resources, 
the physical link of resource access has been opened. How small and medium-sized libraries can utilize this rare 
opportunity to improve their service quality instead of simply existing themselves as nodes of this shared 
information network has become the focus of attention. Knowledge discovery based on data mining is one of the 
key technologies of smart libraries, providing a new source of power for innovative library services. From the 
application scenario of knowledge discovery, the key to the realization of knowledge discovery based on data 
mining lies in data and algorithms. The knowledge discovery system model is shown in Figure 1. 
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Figure 1: Model of knowledge Discovery System 

II. A. Data acquisition 
From the aspect of data, it mainly comes from two major data: reader information and digital resource library. The 
acquisition of reader information should be as comprehensive as possible, focusing on the collection of reader 
identification information and reader demand identification information. The reader's identification information can 
be obtained from the reader's library, while the reader's demand identification information can be obtained through 
various channels such as questionnaires, library micro-services, and search logs of the digital resource library. 
Combining the two, data can be extracted from reader discipline and reader need language description. 

The data sources of digital repository should be as diversified as possible and the data format should be 
standardized. The main obstacle at present is the access to digital repository data. The major database vendors 
only open the data of limited fields, such as title, author, keywords, abstracts, etc., while for full-text data, they only 
provide data downloads in specific formats. Obviously, this practice only takes into account the readers' retrieval 
and utilization of primary literature, but not its secondary analysis and utilization. Such a format is not convenient 
for machine reading and program analysis, which increases the difficulty for data mining. As far as data mining 
applications are concerned, the whole data sample must be analyzed and mined in order to derive more effective 
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data. As a joint purchaser of database co-purchasing and sharing, it should propose to the supply side to provide 
all machine-readable data, such as Unicode-encoded data. In addition, libraries themselves should promote the 
realization of multi-dimensional integration of digital resources and the formation of knowledge warehousing, and 
cannot simply rely on procurement alone to realize the construction of digital resources. The construction of digital 
resources in libraries should not only expand the sources of digital resources through the mechanism of co-build 
and share, but also endeavor to incorporate some free resources, such as traditional printed documents, oral 
history materials, original works on the Internet, and even social media information such as WeChat, Weibo, Tik 
Tok and other social media information, into the scope of knowledge warehousing. 

 
II. B. Data mining 
The difficulty of data mining lies mainly in the choice of algorithms. From the aspect of algorithms, the current 
application of data mining has been relatively mature: First, through a variety of data mining algorithms, libraries 
can boldly draw on the successful experience of the computer programming industry to encapsulate and packaged 
function function libraries, these algorithms are packaged, categorized according to the use of functions, and the 
establishment of template libraries, and at the same time, they can also be shared with their peers, according to the 
map, to achieve the needs of their respective functions. Secondly, through matching algorithms, the collected data 
are mined to form knowledge mapping secondary literature recommended for readers to read. Third, it supports 
readers to conveniently access high-quality knowledge resources based on problem scenarios (seeking 
recommendations), enabling them to carry out in-depth learning and creation, which is exactly where the value of 
data mining lies. 

III. Augmented learning based accurate recommendation model for libraries 
Library knowledge discovery service analyzes reader and article data through data collection and data mining, in 
order to provide readers with more personalized services, this paper uses augmented learning technology to 
optimize the library knowledge discovery method based on data mining, and proposes a recommendation 
algorithm based on reinforcement learning enhancement. 
 
III. A. Enhanced learning 
Reinforcement learning (RL) algorithms as a kind of machine learning algorithms, its training process is quite 
similar to the way of human learning, and thus it has attracted a lot of attention, and plays a very important role in 
the field of artificial intelligence path planning and other fields. 
 
III. A. 1) Principles of Reinforcement Learning 
Reinforcement learning mainly relies on the interaction between the intelligent body and the environment, the 
intelligent body is the main body that performs the task, it performs the strategy according to the state in the current 
environment and adjusts its value or strategy according to the rewards given by the environment after the 
execution of the strategy, and finally obtains the optimal action strategy in the process. The framework of 
reinforcement learning is shown in Figure 2. 

Agent EnvironmentState

Action

Return

 

Figure 2: Framework of Reinforcement Learning 

The essence of the main process of reinforcement learning is the Markov Decision Process (MDP), which is a 
mathematical model used to describe sequential decision problems. It is composed of five tuples , , , ,S A P R   , the 

meaning of each of which is shown below: 
S : represents the state space of the intelligent body, the state is a description of the environment, and the state 

will change after the intelligent body makes an action. 
A : denotes the action space of an intelligent body, the action is a description of the behavior of the intelligent 

body and is an ensemble of results of the intelligent body's decisions. 
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P : denotes the state transfer probability function, 1( | , )t t tP s s a  represents the probability that the intelligent 

body transfers to the state of ts  after executing the action ta  in the state of 1ts  . 

R : denotes the reward function, ( , )R s a  denotes the immediate reward obtained after performing action a  in 
state s . 

 : denotes the degree of influence of the future reward on the current decision of the intelligence, usually 
denoted by  , where 0 1  . 

The closer   is to 1, the greater the influence of the future reward on the current decision. 
The value function ( )V s  is the expectation of the cumulative reward of the intelligent body after executing the 

action strategy   in the state of the current state s , all the way to the final state, which is denoted as ( )V s , and 

its expression is as follows: 

 
0
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The discount factor   is an important hyperparameter. Given an immediate reward i kr   and an environmental 

state ts  at any moment t , for any action strategy  , the value function of the moment t  system in state ts  is: 
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where ir  represents immediate reward and 1( | , )t t tP s s a  represents the probability of transferring from the 

current state to the next state. 
The action strategy   defines the behavioral choices of the intelligence in different states. Specifically, S A  

is a mapping from the state set S  to the action set A . The core goal of reinforcement learning is to find the 
optimal action policy *  that maximizes the cumulative reward of the intelligent body, i.e: 
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III. A. 2) Deep deterministic strategy gradient 
Deep Deterministic Policy Gradient (DDPG) is a reinforcement learning algorithm that can effectively deal with a 
continuous action space and make optimal decisions based on environmental information. 

In DDPG, the exploration and learning of action strategies are two different processes, with action exploration 
using a stochastic strategy and learning strategy based on a deterministic strategy. It continues to use the 
experience pool reuse technique of the DQN algorithm to minimize the correlation between samples and 
introduces the Actor-Critic architecture, which employs two neural networks, Actor and Critic, to estimate the 
optimal policy and the state value function, where the Critic network exploits the difference between the current 
state and the next state to update the value network. TD error to update the weights of the value network, and the 
Actor changes the execution probability of all selectable actions in the current state by the evaluation given by 
Critic. 

The DDPG algorithm collects sample data 1( , , , )t t t ts a r s   by interacting with the environment and stores it in the 

experience pool. In the sample data of this paper, ts  represents the state information observed by the ship agent 

from the planning environment at the time of t , ta  is the action strategy executed by the ship agent based on the 

observed state information ts , 1ts   represents the new state information observed by the ship agent from the 

environment after executing the action strategy ta , and ir  The reward value for the ship agent for performing an 

action ta  in the state ts . In learning the strategy for ship collision avoidance path planning, the algorithm 

randomly draws sample data from experience leaks for learning.The DDPG algorithm involves the updating of four 
neural networks during the learning process in the following manner: 

The current Actor network update strategy gradient is: 
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where ( )J   is the objective function with respect to the Actor network parameter  , Q  and   denote the 

parameters of the Critic network and Acton network respectively, is  is the current state, a  is the current Actor 

network output action, and ( | )s    is the output action of the Actor network. The current state and action are first 

evaluated by the Q function of the Critic network to compute ( , | )QaQ s a  . This gradient is then used to multiply 

the policy gradient ( | )s


    of the Actor network. The policy gradient represents the direction of the gradient 

of the Actor network's output actions in the current state, i.e., the direction of adjustment for actions that maximize 
the cumulative reward. 

The current Critic network is updated by minimizing the loss function, which is: 
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where the target value is calculated by the formula: 
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where ( )QL   denotes the loss function with respect to the parameters of the Critic network Q , N denotes the 

number of samples, ir  denotes the immediate reward at the current moment, 1is   denotes the next state, 
'Q  

denotes the parameters of the target Critic network, ( , | )Q
i iQ s a   denotes the Q -valued function of the Critic 

network, and 1( | )is   
  denotes the target Actor network given the the action of the next state. The parameters 

of the Critic network are updated by minimizing the gap between the target Q  value and the current estimated Q  

value. 
Unlike DQN which updates the target network parameters by directly copying the weights, DDPG uses a soft 

update to update the target network parameters. Its update method is as follows: 

 

'

(1 )

(1 )

Q Q Q

  

   

    

   


  
 (7) 

The DDPG algorithm is a deterministic policy algorithm, which, although algorithmically efficient, suffers from a 
lack of exploration capacity. In order to explore the action state space more comprehensively, the DDPG algorithm 
introduces an exploration quantity during training. Specifically, it adds this exploration quantity to the current Actor 
network output action, making the action executed by the intelligent body change from a deterministic value to a 
random value. Then, the action values are sampled from this random process, and the final action executed by the 
intelligent body is shown in equation (8): 

 ( | )t ta s      (8) 

where   is the exploration quantity, a random number obeying a Gaussian distribution. 
 
III. B. Recommendation algorithms based on augmented learning 
III. B. 1) Holistic thinking 
In a real online recommendation scenario, the interaction process between the library recommendation system and 
the user is very similar to the interaction process between the intelligent body and the environment in reinforcement 
learning. When the reinforcement learning theory is applied to the recommendation scenario, the user is taken as 
the environment and the recommendation system is taken as the intelligent body, and the whole process is 
modeled as follows: the recommendation system senses the user's state and makes recommendations according 
to a certain strategy, the user gives feedback (rewards) according to the recommendation results and changes its 
own state, and the intelligent body updates its own parameters through the observation of the relationship between 
the state, the action and the rewards, in order to expect to get the maximization of the long-term rewards. 
Therefore, compared to applying common statistical optimization methods in recommendation scenarios, 
reinforcement learning theory helps maximize long-term marketing gains when applied. 

In the research on deep reinforcement learning algorithms, the DDPG algorithm greatly reduces the algorithm's 
need for the amount of experience by applying deterministic policy gradients, which improves the optimization 
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efficiency, so this paper is mainly based on the DDPG algorithm to construct an accurate recommendation model 
for libraries. 

 
III. B. 2) DDPG Algorithm Improvement 
In some recommendation scenarios, where the user mainly gives feedback in the form of clicks and in most cases 
there is no click action, the rewards fed back to the intelligent body are zero-valued, which belongs to sparse 
reward scenarios. When the DDPG algorithm is directly applied to the recommendation in this scenario, it will lead 
to inaccurate gradient direction, which will seriously reduce the optimization efficiency of the intelligent body, and 
then lead to further decrease of reward density, thus causing a vicious circle. To address this problem, this paper 
proposes a dual experience pool structure with a hierarchical experience playback mechanism to optimize the 
DDPG algorithm. The overall flow of the algorithm is as follows: 

First, the process from inputting user ID, history product ID and candidate product ID to generating the matching 
score can build a personalized recommendation model based on deep learning, and this process can apply the 
idea of multifarious features and multifarious user portraits, i.e., fusion of user and product content features and 
hidden factor features, and fusion of user's personal representation and user's interest representation. The offline 
training means can be pre-trained to obtain the multivariate feature representation of the historical record products, 
the multivariate feature representation of the candidate set products, the multivariate feature representation of the 
users and the parameters of the Actor network. 

Next, the user history multivariate product feature representation and the user multivariate feature representation 
are obtained as state vectors ts  by the state encoding module. The Actor network then takes ts  as input to get 
the strategy vector ta  and sums it with the noise vector tn  according to a certain exploration probability e  to 
get the final ta . where tn  is a vector of the same shape as ta  and each of its elements is a random variable 
obeying the standard normal distribution N(0, 1). This is done to balance the exploration of unknown strategies with 
the utilization of known strategies. After this, ta  is operated with the candidate product feature representations in 
an inner product operation to obtain the matching score of each candidate product, which further ranks the 
candidate products to generate personalized recommendation results to the user. Finally, the user makes a choice 
for this recommended product and also feeds a real-valued reward r  back to the intelligent body, which changes 
the set of products in the user's history and thus affects the state of that user at the next moment of interaction 1ts  . 
At this point, the user and the deep reinforcement learning intelligent have completed a full interaction process. 

Whenever the user and the intelligent body complete a round of interaction, the intelligent body gets a set of 
experience information 1( , , , )t t t ts a r s  , and then chooses to store it in Memory0 or Memoryl according to whether 

tr  is a zero-value or not (the user clicks or not). A certain amount of empirical information is taken from Memory0 

and Memoryl to form a data batch according to a set percentage of empirical playback for each training, and the 
network parameters are updated once by applying the DDPG algorithm. 

IV. Experimental results and performance analysis 
IV. A. Data sets 
In the experiments, this paper uses two real datasets: a school digital library data and Goodbooks-10k dataset to 
evaluate the model proposed in this paper. The school digital library data contains 504,245 borrowing records. The 
Goodbooks-10k dataset contains a book recommendation dataset with 912,705 borrowing records. 

Since some users have borrowed only a small number of books, a small amount of data cannot form a sequence, 
so the data of users who have borrowed more than or equal to 4 are used. Most of the sequences in the two data 
sets are below 20 in length, while the number of books is above 10,000, which also indicates the sparseness of the 
book data. In the process of training and testing, the last item of these sequences is used as the test data and the 
others are used as the training data to get the final results. 

 
IV. B. Comparison of experimental methods 
To demonstrate the superiority of the model proposed in this paper, the model is compared with the following 
models: 

CF: A collaborative filtering algorithm is an algorithm that utilizes a set of preferences with similar interests and 
common experiences to recommend information of interest to the user.FISM: is an item-item collaborative filtering 
algorithm but does not use the attention mechanism to distinguish the weights of historical data.NAIS: is an 
item-item collaborative filtering algorithm that uses the attention mechanism to distinguish the weights of historical 
data. It is used as a basic recommendation model in this paper.DDPG: is a reinforcement learning algorithm that 
can effectively deal with continuous action space and make optimal decisions based on user feature 
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information.HRL: is an algorithm that is jointly trained using a basic recommendation model and a hierarchical 
reinforcement model. 

In the experiments, accuracy, recall, F-value, as well as the hit rate of the first K items (HR@K) and the 
normalized discount cumulative gain of the first K items (NDCG@K) are used as evaluation metrics. Specifically, 
HR@K is a recall-based metric that measures the percentage of successful recommendations of instances in the 
top K items, and NDCG@K is an accuracy-based metric that indicates the predicted position of instances. In this 
paper, K is set to 5 and 10, and all metrics including 1 positive and 99 negative instances are computed to obtain 
the average score of all user sequences. 

 
IV. C. Analysis of experimental results 
The experimental results for the two datasets are shown in Figures 3 and 4. For school digital library data, the 
improved DDPG algorithm of this paper outperforms other methods in terms of knowledge discovery performance 
of library data, with the results of HR@5, HR@10, NDCG@5, NDCG@10 of 0.828, 0.875, 0.625, 0.668, which is 
an improvement compared with the DDPG algorithm by 0.380, 0.291, 0.308 and 0.284. For Goodbooks-10k data, 
the results of HR@5, HR@10, NDCG@5, NDCG@10 of this paper's model are 0.608, 0.719, 0.371, 0.443, which 
are significantly better than the other models in terms of recommendation results. Its recommendation hit rate and 
normalized discount cumulative gain for library data are improved by 0.184, 0.132, 0.074, and 0.082 over the 
DDPG algorithm before enhanced learning. 

The two algorithms, FISM and NAIS, are item-item collaborative filtering algorithms. They use a deep learning 
approach, and the NAIS algorithm adds an attention mechanism to the FISM algorithm, but sparse data can have a 
large impact on the training process of these two algorithms, leading to poorer final results.The HRL algorithm 
obtains slightly better results, but they are not particularly perfect. 

 

Figure 3: Comparison of experimental results of school digital library data 

 

Figure 4: Comparison of experimental results of Goodbooks-10k data 
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In order to verify the accuracy of the recommendation results, the accuracy rate, the recall rate and the 
composite value F, which are commonly used to evaluate the effectiveness of recommendations, are used to 
evaluate the recommendation results. Among them, the accuracy rate is the proportion of the number of hit 
recommendations to the total number of recommendations, the recall rate is the proportion of the number of 
recommended hit items to the theoretical number of recommended hits, and the comprehensive index F value is 
the weighted reconciliation average of the accuracy rate and the recall rate. In this paper, the DDPG 
recommendation model improved based on augmented learning is used to compare with CF, FISM, NAIS, DDPG 
and HRL algorithms to compute the accuracy rate, recall rate and F value of the comprehensive indexes under 
different number of recommendations, respectively, and the results of the comparison of the accuracy rate, recall 
rate and F value under different number of recommendations are shown in Fig. 5, Fig. 6 and Fig. 7. The results 
show that when the number of recommendations rises from 5 to 30, the accuracy of the recommendations of the 6 
methods decreases sequentially, while the recall and F-value gradually increase. When the number of 
recommendations is the same, the recommendation algorithm with improved DDPG has higher accuracy, recall, 
and F-value than the other five recommendation algorithms, and the recommendation effect is better. Under 
different library recommended titles, the average accuracy, recall and comprehensive index F-value of the 
improved DDPG recommendation algorithm are 0.715, 0.521 and 0.599, respectively, while the average accuracy, 
recall and comprehensive index F-value of the DDPG algorithm are 0.612, 0.347 and 0.437, which are significantly 
lower than that of the improved DDPG recommendation model, indicating that this paper utilizes the reinforcement 
learning method to enhance the effectiveness of the library precision recommendation model. 

 

Figure 5: The accuracy comparison of different recommendation numbers 

 

Figure 6: The recall comparison of different recommendation numbers 
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Figure 7: The F value comparison of different recommendation numbers 

V. Conclusion 
Smart service is an important content of smart library construction and the way of survival for future libraries, in 
which knowledge discovery based on data mining is the key technology to realize smart service. In order to 
optimize the knowledge discovery service of libraries, this paper uses reinforcement learning algorithm to enhance 
the performance of library data recommendation, proposes to improve the accurate recommendation model of 
DDGP, and conducts experiments to analyze its recommendation effect. 

Through experiments on the school digital library dataset and the Goodbooks-10k dataset, it is found that the hit 
rate and normalized discount cumulative gain results of the improved DDPG algorithm are better than those of 
other algorithms, and its HR@5 and HR@10 on the two datasets are 0.132~0.380 higher than that of the DDPG 
algorithm, and the NDCG@5 and NDCG@10 are 0.074~0.308 higher than those of the DDPG algorithm. At the 
same time, the average accuracy, recall rate and F-value of the comprehensive index were 0.715, 0.521 and 0.599 
under the number of recommended data of different libraries, which were higher than those of the other five 
comparison methods. Experiments show that the algorithm achieves good results in improving the 
recommendation accuracy. 

There are still many directions worth exploring for augmented learning in library recommendation systems, such 
as considering the long-term interests of users, introducing causal inference, and exploring more efficient inference 
mechanisms. With the deepening of artificial intelligence research, it is believed that augmented learning will 
certainly play a greater role in intelligent information systems to provide users with more accurate, efficient and 
personalized recommendation services. Therefore, university libraries should start from knowledge discovery 
application scenarios, efficiently utilize the existing mature data mining methods and technologies to solve the 
various problems faced by readers, improve the quality of library services, and play the role of libraries in 
knowledge dissemination. 
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