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Abstract Because the theory of dual prevention mechanism is put forward for a relatively short period of time and 
lacks the support of corresponding regulations and standards, it is still difficult to see the effectiveness of real and 
effective operation of dual prevention mechanism to prevent accidents in enterprises, and there are some 
professional and technical obstacles that have not been overcome. This paper shifts the focus of the establishment 
of the dual prevention mechanism to focus on safety risk control and develop corresponding emergency measures. 
The enterprise safety index system is established from the two parts of risk grading and control and hidden danger 
investigation and management. According to the definition of Bayesian formula network, determine the conditional 
probability of Bayesian network, and construct the safety risk assessment model based on Bayesian network. The 
risk reachable probability of the model constructed in this paper indicates that after a security event occurs in the 
S9 indicator, the reachable probability of each indicator in the experimental network shows an upward trend, and 
the overall security risk is rising, and at this time, the a posteriori reachable probability of S1, S4, and S6 is 
significantly higher than that of the other indicators, which is 0.85, 0.78, and 0.76, respectively, and it is very likely 
that there is a security risk in these three indicators. Comparing the a priori reachable probabilities of the indicator 
nodes given by the three methods, the a posteriori reachable probabilities of the indicator nodes of this paper's 
method for S5, S7, and S8 are 0.46, 0.32, and 0.14, respectively, and there is no underestimation of the real 
security risk. 
 
Index Terms dual prevention mechanism, safety risk control, hidden danger investigation, Bayesian network, risk 
reachable probability 

I. Introduction 
With the continuous development of safety science and technology, although China's safety production state 
currently maintains a relatively stable and benign development, the total number of accidents is still maintained at a 
relatively high level [1]. At present, the main reason for the occurrence of accidents is that there is no effective 
double prevention mechanism. The way to effectively solve the various problems in safety management is to build 
a dual prevention mechanism of risk classification and control and hidden danger investigation and management 
[2], [3]. Since the 2015 Tianjin Port “8.12” particularly significant explosion accident, the state has begun to 
re-recognize and accurately position the current mode of supervision and management of production safety at the 
policy level, and its level of management of emergency preventive measures in various types of production safety 
accidents occurring in enterprises [4]-[6]. 

In view of the frequent occurrence of some safety production accidents at home and abroad, each enterprise 
pays more and more attention to the work of safety production, in order to improve the status quo of safety 
production, each enterprise, after summarizing and analyzing many years of management experience, constantly 
reforms and innovates the safety management system, so as to gradually improve the situation of safety 
production in the enterprise [7]. Christensen, I believes that the focus of safety management should be on the 
construction of a safety culture, and companies should pay attention to the personal safety of employees and 
encourage them to reduce unsafe behaviors [8]. The theory provides a new way of thinking for safety management, 
which is to take employees as the focus of safety management and establish a more efficient and systematic safety 
management system. Choudhry, R. M believes that it is necessary to formulate the enterprise safety observation 
table and behavioral observation plan, to supervise the production behavior of the enterprise, and when there is a 
hazardous operation, it is necessary to make behavioral corrections in a timely manner, to avoid the risk of 
expanding, and ultimately to gradually form a complete safety management system [9]. 
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At present, the rapid development of information technology has triggered the rapid growth of data, which has 
become a key technical means that all industries and even countries are competing for research and development 
[10]. The emergence of big data technology, completely change the traditional movement, rough safety 
management means and methods, the application of big data can timely and accurately find hidden dangers, and 
greatly improve the ability of hidden danger investigation [11], [12]. Xie, K et al. utilized big data technologies to 
advance the potential for pedestrian safety hazard identification, including investigating factors contributing to 
pedestrian crashes and identifying high-risk locations in the city [13]. Huang, L et al. proposed a new conceptual 
model for accident investigation based on safety big data (SRBD), i.e., a hierarchical pyramid structure of 
safety-related big data, safety information, safety regulations, and safety knowledge using big data technology [14]. 
Latif, S et al. used big data technology to analyze the safety risks of human development so as to identify the root 
causes of accidents, develop targeted prevention programs, improve source governance, and reduce the 
incidence of safety accidents [15]. The use of big data technology is needed to promote the in-depth development 
of the dual prevention mechanism [16]. Because the dual prevention mechanism is put forward for a relatively short 
period of time, the research of scholars on the relationship between big data technology and the dual prevention 
mechanism is relatively small. 

This paper establishes the dual prevention mechanism of enterprises from two parts of risk classification and 
control and hidden danger investigation and management, and establishes the intelligent enterprise safety index 
system after clarifying the construction procedures and specific contents. Quantitative operation of the indicators in 
the system, the use of hierarchical analysis to determine the relevant weights, and the construction of the indicator 
judgment matrix, through the CI value to control the indicator consistency test error. Define the Bayesian network, 
construct the Bayesian security risk assessment model, and determine the Bayesian network conditional 
probability. Design the Bayesian network risk assessment model simulation experiment to analyze the Bayesian 
network model's assessment of security risk under the dual prevention mechanism. At the same time, according to 
the information provided by the dual prevention mechanism, construct the dynamic Bayesian attack graph, and 
assess the current security risk reachable probability. 

II. Dual defense mechanism construction 
II. A. Dual Defense Mechanism Construction 
The construction of dual prevention mechanism should have the awareness of “early warning” and “prevention and 
control”. Different from the previous focus on hidden danger investigation and management, now it is more 
important to focus on safety risk management and control [17]. For modern enterprises to establish scientific risk 
classification standards as soon as possible, risk assessment of the production process, the development of 
corresponding emergency measures. It is necessary to clarify the risk prevention and control responsibilities of 
each position and each person. Based on the results of risk classification, carry out targeted hidden danger 
investigation, so that the enterprise can effectively control operational risks and manage potential safety hazards. 

Enterprise dual prevention mechanism mainly contains risk grading control and hidden danger investigation and 
management of two parts, in this regard, the first need to clarify the construction of the program and specific 
content, and on this basis to establish an intelligent enterprise safety indicator system. The construction process of 
the dual prevention mechanism is shown in Figure 1. 

 

Figure 1: Dual prevention mechanism 
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II. A. 1) Risk classification and control 
Risk classification and control refers to the classification of risks into several different levels according to the 
difficulty of controlling them. The general principle of risk classification is: according to the different degree of the 
consequences of risk to adjust the level of risk control, and in the enterprise corresponding to the management at 
all levels to implement measures to monitor and control the risk, the risk classification and control program mainly 
contains four major parts of the content. 

(1) Identification of risk points 
Before identifying the risk points, the level of the risk points should be determined and classified according to the 

risk consequences of the risk level classification guidelines. It should be noted that, in the process of identifying the 
risk points, it can also be combined with the layout of the enterprise production plant and other content to be 
divided, in order to establish a relatively independent risk identification and control unit. 

(2) Hazard identification 
The common methods for identifying the sources of danger include questionnaire interview method, research 

method, record retrieval method and information organization method. When identifying the scope of hazardous 
sources, the main contents include production activities, personnel activities, equipment and facilities, raw 
materials and products. 

(3) Risk assessment and grading 
For intelligent enterprises, the commonly used risk assessment and grading methods include hazard 

assessment and analysis of operating conditions, risk matrix analysis and hierarchical analysis. 
The quantitative risk model of typical accidents is designed based on the risk function, and the risk 

comprehensive evaluation method is used to determine the risk value of accidents. In this paper, the risk 
quantitative model of typical accidents is constructed as shown in the following equation [18]: 

  (1) 

where  is the total evaluation score,  is the weight of evaluation indicator ,  is the score of evaluation 

indicator , and  is the number of evaluation indicators. 
 
II. A. 2) Mechanisms for investigating and managing hidden dangers 
For the four types of human-caused hazards, physical-caused hazards, environmental hazards, and management 
hazards, different hazard evaluation methods are used. 

(1) For the human-caused hazards category evaluation, the LEC method is used. 
The LEC method consists of three factors, where L denotes the likelihood of an accident, E denotes the 

frequency of human exposure to the hazardous environment, and C denotes the possible consequences of an 
accident. Based on the product of the three, the hidden hazards are graded. 

(2) For the assessment of physical hazards category, the rubric method is used. 
Through the literature review and analysis, the researcher found that there are many methods for risk evaluation, 

mainly including the assessment point method, the safety checklist method and the comprehensive evaluation 
method of hazard factors. Combined with the actual situation, the assessment of physical hazards should be 
prioritized to use the assessment point method. 

Point-of-care method is generally applicable to complete and complex systems, which mainly considers the 
degree of danger of hidden hazards from five dimensions, i.e., the degree of consequences, the degree of system 
impact, the probability of occurrence, the difficulty of preventing failures, and whether it is a newly-designed system 
or not, of which the dimensions are divided into precise ones. In addition to this, the rating method is easy to 
operate and the comprehensive degree of danger is determined by the product (see equation 2): 

  (2) 

where:  is the total number of points assessed, , and  is the number of points assessed each, 

. 
 
II. B. Construction of Risk Grading Indicator System 
II. B. 1) Design of risk evaluation indicators 
The theoretical basis for the risk grading method of the dual prevention mechanism of enterprise safety production 
is the RBS theory, i.e., risk-based supervision theory.The primary theoretical basis of RBS is the safety degree 
function. Safety itself is an abstract qualitative concept, but in the research process, safety needs to be 
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quantitatively studied. Generally speaking, the concept of quantitatively describing safety is “safety” or “safety 
degree”, with the following mathematical expression: 

  (3) 

where  is the systematic risk value,  is the probability of accident,  is the severity of accident, and  is 
the sensitivity of accident hazard. 

Risk indicator system is a complete system composed of multiple risk indicators, in which the indicators, as the 
key factors for risk evaluation, should follow the principles of objectivity, scientificity, systematicity and operability in 
their selection. Based on the principle of indicator selection, this paper adopts the hierarchical analysis method to 
organize and summarize the risk grading management indicators after the field investigation of intelligent 
enterprises, and classifies them, as shown in Table 1. 

Table 1: Risk classification indicators for intelligent factories 

Target layer Criterion layer Scheme layer 

Risk management 

Resources 

Personnel (S1) 

Equipment (S2) 

Material (S3) 

Technology 

Instrument (S4) 

Process (S5) 

System (S6) 

Management 

Equipment maintenance (S7) 

Personnel allocation (S8) 

Working hours (S9) 

Training learning (S10) 

Environment 
Noise factor (S11) 

Plant layout (S12) 

 
The traditional risk assessment usually includes two dimensions, accident severity and accident likelihood, and 

the dimension of accident sensitivity has been added after the demonstration and research of domestic experts 
and scholars. These three dimensions interact with each other and together determine the overall risk of an 
accident. Risk and safety are opposites and complementary relationships, the sum of safety and risk constitutes 
the overall state of the research object, that is, . 

Accident is the product of safety risk” is the basic axiom of safety and the second theoretical basis of RBS. Since 
the existence of safety risk is the premise leading to safety accidents, the first issue to control the occurrence of 
safety accidents is to identify the risk, evaluate the risk, and finally control the risk. 

On the basis of the safety function, RBS theory involves the following four basic functions: 

Risk function: . 

Probability function: . 

Consequence function: . 

Context function: . 

It can be seen that the design of risk evaluation indexes should contain three dimensions ,  and . 
 
II. B. 2) Quantification and weighting of indicators 
The quantification of indicators is divided into two stages, namely, the initial selection of indicators and the 
optimization of indicators. The initial selection of indicators can be realized by consulting relevant norms, standards, 
literature and expert meeting methods. SMART principle, KPI principle, 4M element theory and other methods are 
often needed in the process of initial selection of indicators. On the basis of the initial selection of indicators, it is 
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necessary to remove the indicators that are less important or not easy to quantify. The optimization of indicators is 
divided into three steps: 

(1) Determine the importance of the evaluation indicators, and the grading of the importance of the evaluation 
indicators and the principle of assigning points are shown in Table 2: 

Table 2: Evaluate the importance of indicators 

Importance level Extremely important It doesn't matter Ordinary Important Extremely important 

Score 1 2 3 4 5 

 
(2) Making and distributing questionnaires and calculating the importance coefficient of the evaluation indicators 

and the coefficient of variation of the indicators based on the results of the questionnaires: 

  (4) 

  (5) 

  (6) 

where  is the total number of experts participating in the questionnaire survey,  is the total number of 

indicators in the primary selection,  is the importance assignment of the th expert to the th indicator,  

is the importance coefficient of the th indicator,  is the coefficient of variation of the th indicator, and  

is the standard deviation of the th indicator. 
(3) Screening evaluation indicators. Remove the indicators with  less than 2.5 or  greater than 0.25, 

and the remaining indicators are the evaluation indicators of the risk warning model. 
When the screening of indicators is completed, the hierarchical structure of the risk evaluation model is 

established according to the design principles of risk evaluation indicators. The risk grading model indicator system 
is divided into two levels, the first level indicators are likelihood, severity and sensitivity, and the second level 
indicators are the specific evaluation indicators. 
 
II. B. 3) Indicator judgment matrix 
(1) Constructing a judgment matrix 

Two-by-two comparisons are to be made between the various indicators at the same level, and the results are 
expressed using the degree of importance. Specific comparison principles are shown in Table 3: 

Table 3: Criteria for judging the importance of indicators 

Importance Judgment standard 

1 Index A is as important as index B 

3 Index A is slightly more important than index B 

5 Index A is more important than index B 

7 Index A is important to index B 

9 Index A and index B are extremely important 

2,4,6,8 The middle value of two important degrees 
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  (7) 

Sum the normalized rows: 

  (8) 

The feature vectors are obtained by normalizing the above calculations: 

  (9) 

(3) Consistency test 
The purpose of the consistency test is to control the error so that the results of weight calculation are in an 

acceptable range [19]. The consistency index is expressed by CI, and the smaller the CI, the higher the degree of 
consistency. Using  to denote the maximum characteristic root of the judgment matrix, then: 

  (10) 

III. Bayesian cybersecurity risk assessment modeling 
III. A. Bayesian network modeling approach 
III. A. 1) Bayes' formula 
(1) Conditional Probability 

Let the events  be two randomly occurring events, and if , the probability that the event  
occurs under the condition that another random event  occurs is called the conditional probability and is 
denoted as . 

(2) Joint Probability 
Let  be two random events and , , the probability of the event  and the event  

occurring at the same time is called joint probability, denoted as . 
(3) A priori probability 
The a priori probability  denotes: the probability of judging the occurrence of the event  before the 

occurrence of the event , the a priori probability is also known as the marginal probability, in the joint probability, 
the final result of the unwanted those events are very likely to merge into the other events and disappear, which is 
the marginalization. 

(4) Posterior Probability 
The posterior probability is the probability of reassessing the occurrence of the event  after the occurrence of 

the event , denoted as , and similarly, the probability of reassessing the occurrence of the event  
after the occurrence of the event , which is called the posterior probability of , denoted as . 

Bayesian formula: 
According to the definition of conditional probability, the probability of an event  occurring conditional on the 

occurrence of the event  is: 

  (11) 

Similarly the probability of event  occurring under the condition that event  occurs is: 

  (12) 

Integrating (11) and (12) yields the Bayesian formula: 

  (13) 

(5) The density functional form of the Bayesian formulation 
 represents the density function of the overall dependence on the parameter , which indicates that 

different  correspond to different distributions in the parameter space. In Bayesian statistics it is denoted as 
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, which represents the conditional distribution of the overall indicator  when the random variable 
takes a given value. 

The prior distribution  can be determined from the prior information generated by the parameter , and 

from the point of view expressed by Bayes, the sample  proceeds in two main steps: in the first 

step, a prior sample parameter  is generated from a set of prior sample distributions  starting with 

, and in the second step, another set of samples is generated from . The joint conditional 

probability function of the samples at this point is: 

  (14) 

 is an unknown which arises from the distribution of a priori functions . In order to synthesize and 

generalize the a priori information into it, it is not only necessary to synthesize the constant , but it is also 

necessary to synthesize other possible values that can be generated, which can be synthesized once with the 

constant . In this way, a joint parametric distribution of the sample parameter  and the 

sample parameter  is shown below: 

  (15) 

This joint distribution contains three kinds of available information: aggregate information, sample information, 
and a priori information. When information about the a priori sample distribution is missing, one can usually only 
make inferences about the sample based on a priori sample score . When sample observations 

 are available, then one should make inferences about  based on . As: 

  (16) 

where  is the edge density function of : 

  (17) 

It is independent of  and contains no information about . Therefore the only thing that can be used to make 
inferences about  is the conditional distribution  which is formulated as: 

  (18) 

This conditional distribution is called the posterior distribution of , and it concentrates all the information about 
 in the aggregate, the sample, and the prior, but is the result obtained by eliminating all the information that is not 

relevant to . 
The formula for the posterior distribution  is the Bayesian formula expressed as a density function. It is 

the result of adjusting the prior distribution  with totals and samples, and all inferences in Bayesian statistics 
are made on the basis of the posterior distribution. 

In the case where  is a discrete random variable, the prior distribution can be represented by the prior 

distribution column , . At this point the posterior distribution is also in discrete form: 

  (19) 

III. A. 2) Bayesian network definition 

Let  denote a directed acyclic graph (DAG), where  then represents the set of every node in a 

graph region,  represents the set of directed connected line segments, and let  be the random 

variable represented by a particular node  in the directed acyclic graph if the joint probability of node  is 
denoted by: 
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  (20) 

Since  leads to ,  and  lead to , which leads to: 

  (21) 

III. B. Bayesian network conditional probability table determination 
III. B. 1) Noisy-or Gate Modeling 
The Noisy-or Gate model can be used to represent an intrinsic relationship between  variables  
and their effect , and each variable is a binary variable, i.e., each variable has two specific states, assuming that 
one is true (1) and the other is false (0). Bayesian networks based on the Noisy-or Gate model need to fulfill two 
more conditions: 

If the parent of any node  is , then  should be independent of each other. 

Each variable is able to cause the outcome  to occur when all other variables are false, when only  is 1 

and all other parents are 0. The probability that node  takes the value 1 is , 

and then the other terms of the conditional probability table for node  are determined to be  by 

 then the expression is as follows: 

  (22) 

III. B. 2) Leaky Noisy-or Gate Modeling 
The occurrence of a child node is not necessarily due to the occurrence of the parent node, but may also be due to 
the presence of some unpredictable or unknown factors that lead to accidents. For example, a child node has a 
total of 3 parent nodes, so even if all 3 parent nodes do not occur at the same time, the probability value are 0, the 
child node is still very likely to occur,i.e., the probability of the parent nodes are 0, but the probability of the child 
node is not 0 occurs, this case can be used in the Bayesian network in the Leaky Noisy-or Gate model to determine 
the conditional probability of its table. 

Next, the values of  and  can be computationally solved for according to the model of Leaky Noisy-or 

Gate. Suppose  has only two parents:  and . Then correspondingly, the sum of factors other than  

is , and  and  are the connection probabilities of  and , respectively. From the theorem, 

 is always true and according to equation (23) there is: 

  (23) 

  (24) 

The association of Eq. (23) and Eq. (24) gives  as: 

  (25) 

From Eq. (25), we can calculate the connection probabilities  of all the parents of the node , and 
combine them with the unknown factor , and its connection probability , which results in the conditional 
probability of the node  as: 

  (26) 

IV. Analysis of the results of the security assessment of the dual-defence mechanism 
IV. A. Simulation Experiments on Bayesian Network Risk Assessment Models 
IV. A. 1) Parameterized tests for Bayesian networks 
In order to study the method in more detail, the study set some key parameters in the experiment. For the Bayesian 
network part of the study, the maximum number of iterations is set to 50, the learning rate is set to 0.05, and the 
training objective is set to 0.0002. The parameters of the Bayesian part are set to 3. The maximum abandonment 
probability is set to 0.5, the minimum abandonment probability is set to 0.001, and the maximum step length is set 
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to 0.5, and the minimum step length is set to 0.01. Then, respectively, from the maximum number of iterations of 
the scale effect of the Bayesian network algorithm was parametrized and the experimental results are shown in Fig. 
2. 

The accuracy of the experimental results gradually increases as the scale increases. A similar trend is observed 
for the maximum number of iterations, but the improvement associated with the number is small. Meanwhile, the 
execution time of the algorithm gradually increases with the increase of the scale and the maximum number of 
iterations. The results show that when the size exceeds 60 and the maximum number of iterations exceeds 30, the 
improvement of the algorithm accuracy is no longer obvious, and after the number of iterations 30, the error 
remains between 2.2 and 2.25 on average for all sizes. Therefore, in further experiments, a scale of 60 and a 
maximum number of iterations of 30 were chosen as parameter settings. On the other hand, the expansion of the 
number of iterations and the scale will make the time spent on Bayesian network learning increase and show a 
gradient upward trend, and the mean value of the time spent is increased from 2.29 min to 5.84, which is 155.02%. 

 

Figure 2: The parameterization test of bayesian network algorithm 

IV. A. 2) Comparison of experimental results 
In order to assess the stability of the proposed Bayesian network algorithm, the study conducted comparative 
experiments with other algorithms including BP neural network, Cuckoo's algorithm optimized BP neural network 
(CSBP), and Genetic Algorithm optimized BP neural network (GABP). These algorithms were tested on the same 
data for a total of ten experiments, and the average of the experiments was used as the final result as shown in Fig. 
3, where Fig. (a) compares the true values with the predicted results, and Fig. (b) compares the results of the 
experiments with different algorithms. 

Figure 3(a) compares the average and raw risk values of different test results. It can be seen that the mean value 
of the deviation between the predicted results of the simulation test and the real risk test results is 1.73%, which 
indicates that the model is close to the real value in predicting the results. Observing Figure 3(b), the Bayesian 
network algorithm achieves an accuracy of about 88.2%, which is significantly better than GABP and BP, and 
slightly better than CSBP.The BP neural network performs poorly in predicting the results of the risk assessment, 
with a large error in the prediction of the results, and an average accuracy of only 77.09%. Similar to BP neural 
network, CSBP also showed relatively large result prediction errors and unstable results during the experiment. 
Overall, the Bayesian network performs best in risk assessment, indicating that the algorithm proposed in the study 
is highly adaptable and robust in risk assessment. 

 

(a)Comparison between the real result      (b)Compare the experimental results  
and the predicted result      of different algorithms 

Figure 3: The test results of multiple independent experiments 
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IV. B. Dynamic risk analysis 
IV. B. 1) Risk reachability probability 
Based on the intelligence provided by the dual prevention mechanism, a dynamic Bayesian attack graph can be 
constructed to assess the current dynamic security risk. It contains the updated calculation of the reachable 
probability of the security risk indicators, and the results are shown in Fig. 4. 

It can be seen that after the security event of S9 indicator, the reachable probability of each indicator in the 
experimental network shows a rising trend, indicating that the overall security risk of the network is rising. Among 
them, the a posteriori reachable probabilities of S1, S4 and S6 are significantly higher than those of other indicators, 
which are 0.85, 0.78 and 0.76, respectively, indicating that they are likely to have security risks at this time and 
need to take remedial measures as soon as possible. The a posteriori reachable probabilities of S10, S11 and S12 
are significantly higher than the a priori reachable probabilities, which are 0.28, 0.28 and 0.29, respectively, 
indicating that they are likely to have safety accidents next. Therefore, in the real enterprise environment, the 
accuracy of dynamic safety risk assessment is significantly higher than that of static safety risk assessment, which 
can provide effective support for risk management. 

 

Figure 4: Index probability 

IV. B. 2) Comparison of methods 
Figure 5 shows the a priori reachable probability of the indicator nodes given by the three methods.CSBP and 
GABP also utilize algorithms to describe the causal relationship of the attack behavior, but their assessment 
indexes for the success probability of the atomic attack are too single, which results in the given success 
probability of the atomic attack and the reachable probability can not truly reflect the risk of the enterprise's asset 
security. In contrast, the method in this paper evaluates the success probability of atomic attack from multiple 
dimensions, which can better reflect the enterprise asset security risk. Moreover, both CSBP and GABP methods 
do not consider the vulnerability re-exploitation, so the risks of S11 and S12 are considered to be significantly 
smaller than that of S10, but in fact, the risks of the three are similar, and the a priori reachable probability is around 
0.06. In the case that the a priori reachable probability of S10,S11 and S12 are close to each other,the standard 
deviation of the a priori reachable probability of this paper's method is still larger than that of CSBP and 
GABP,which are 0.124,0.121 and 0.132 respectively.This indicates that the method of this paper has a greater 
differentiation of the security risk of each node,and is favorable for distinguishing and delineating the security level 
of each node. 

 

Figure 5: The probability of the prior accessibility of the index node given by three methods 

Fig. 6 shows the a posteriori reachable probabilities of conditional nodes of the three methods in the event of a 
security event.The CSBP and GABP methods do not integrate the backward update with the forward update, and 
only the ancestor nodes of the attacked node are considered in the backward update.They update the reachable 
probabilities of S4 and S6 when S9 is attacked, but ignore S5, S7, and S8, and give results that are significantly 
lower than those of this paper's method, which gives significantly lower results than the present one, which gives 
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significantly lower results than the present method, which gives significantly lower results than this paper's method 
in the event of an attack on these three indicator nodes, which is 0.46, 0.32, and 0.14. The a posteriori reachable 
probabilities of the three indicator nodes are 0.46, 0.32, and 0.14, respectively, and the remaining two methods 
underestimate the real security risk. 

 

Figure 6: The probability of the three methods of the condition node after the safety event 

V. Conclusion 
In this paper, the risk is divided into different levels based on the difficulty of controlling the risk, and the 
comprehensive degree of danger is determined by the product to establish a hidden danger investigation and 
management mechanism, and build a dual defense mechanism for the enterprise. The Bayesian network security 
risk assessment model is utilized to represent the probability of occurrence of security risks. Design simulation 
experiments to assess the security risk situation of the dual defense mechanism. With the expansion of the number 
of iterations and scale, the time spent on Bayesian network learning increases, and the average value of the time 
spent is raised from 2.29min to 5.84, with an increase of 155.02%. Comparing the stability of other algorithms with 
the algorithm in this paper, the Bayesian network algorithm achieves an accuracy of about 88.2%, which is 
significantly better than GABP and BP, and slightly better than CSBP, and the Bayesian network performs the best 
in risk assessment. Based on the intelligence provided by the Dual Prevention Mechanism, a dynamic Bayesian 
attack graphical representation is constructed to assess the current dynamic security risk. The Bayesian for S10, 
S11, S12 three indicators of the a priori reachable probability has a substantial increase,respectively, 0.28, 0.28, 
0.29, indicating that they are likely to be followed by a security incident. 
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