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Abstract As a key link to improve the performance of tasks such as semantic understanding and machine 
translation, the study of Chinese syntactic structure classification helps to promote the rapid development of natural 
language processing technology. In this study, the Glove pre-trained word vector model is used to vectorize the 
Chinese vocabulary, and the semantic associations between words are modeled by contextual information. Then 
the BiLSTM model is combined to extract the global syntactic features of sentences, while the multi-head self-
attention mechanism is introduced to improve the interpretability of the model. The graph convolutional network 
layer is further designed to obtain the syntactic structure classification probability through the softmax function. The 
syntactic structure classification precision, recall, and F1 score of the CSSLSTM model on the CTB5 dataset are 
0.951, 0.947, and 0.949, respectively, which are much higher than the comparison methods. When the HEAD 
number of the model's multi-head attention mechanism is 4, the model's classification performance achieves the 
best results on both CTB5 and CTB7 datasets. The confusion matrix of syntactic structure classification shows that 
the model has an accuracy of more than 0.92 for the syntactic structures of "subject-verb", "subject-verb-object", 
"linked sentence", "put word sentence", "subject word sentence", "compared sentence", "existing sentence" and 
"concurrent sentence", and the average accuracy of syntactic structure classification in CTB5 and CTB7 datasets 
is 0.941 and 0.944, respectively, and the classification effect is better. 
 
Index Terms Glove word vector model, BiLSTM model, multi-head self-attention mechanism, syntactic structure 
classification 

I. Introduction 
Natural Language Processing (NLP), an important direction in the field of Artificial Intelligence, is an interdisciplinary 
discipline that integrates mathematics, computer science and linguistics, and studies the communication between 
humans and computers to represent, understand and apply natural language in a symbolic way [1]-[3]. Linguistic 
modeling has long been the basis and core of symbolic representation of natural languages [4]. According to the 
size of language granularity, language modeling can be classified into character level, word level, sentence level 
and chapter level [5]. Character-level language modeling is based on words, which are considered to be the smallest 
processing unit [6]. Unlike most Western languages, Chinese text does not have spaces as segmentation 
boundaries, so Chinese is often modeled at the word level after word segmentation, and word-level modeling 
considers words to be the most basic unit for carrying semantics [7], [8]. Sentence-level language modeling is based 
on character-level or word-level modeling, and combines syntactic structure and lexical meaning to derive a formal 
representation that reflects the meaning of the sentence [9]-[11]. Chapter-level language modeling is based on 
sentence-level modeling, which formally represents the hierarchical structure and semantic relationships of words 
or sentence segments in a chapter. Small-grained modeling is the basis and prerequisite for large-grained modeling, 
and the quality of character modeling or word modeling directly affects the effectiveness of sentence modeling and 
chapter modeling [12]. 

English already has a recognized and mature syntactic structure system, but the syntactic structure of modern 
Chinese is not mature enough, and no recognized syntactic structure of modern Chinese has been formed yet, and 
the existing syntactic theories of Chinese have basically been borrowed from Western linguistic theories [13]-[15]. 
In view of the characteristics of the Chinese language, applying the syntactic analysis method of English to Chinese 
in a rigid way will inevitably lead to poor results [16]. Some scholars have done research and statistical analysis in 
combination with syntactic treebanks, pointing out the special difficult problems in the analysis of Chinese syntactic 
structures and their reasons leading to the low accuracy of syntactic analysis [17], [18]. Therefore, it is necessary 
to explore a personalized syntactic system and syntactic structure analysis method with characteristics suitable for 
Chinese. 
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The article proposes a method to classify Chinese syntactic structure based on word vector model, firstly, the 
Chinese text data are cleaned to reduce the interference such as deactivated words, and the Glove word vector 
model is utilized for vector coding in order to obtain high-quality global information. Second, the historical and future 
information of the text data is captured by BiLSTM model, which is combined with the multi-head self-attention 
mechanism to improve the model's ability to deal with long-distance dependencies. The multi-head self-attention 
score of global semantic information and the neighbor matrix with dependent syntactic structure information are 
fused, parsed through the dependent syntactic tree, and the information matrix is inputted into the graph 
convolutional network, which outputs the classification probability of syntactic structure after the update operation. 

II. Key technologies 
II. A. Preprocessing of Chinese Text Data 
Text data preprocessing is a very critical step in the major tasks in the field of NLP [19], and the processing results 
can directly affect the performance of downstream work. 

First of all, the use of spaces and punctuation for segmentation, Chinese text segmentation generally requires 
the use of complex segmentation algorithms. Therefore, the Chinese dataset participle tool used in the experiments 
of this paper is Jieba participle (Jieba). Then, the regular expression of Python language is used directly to remove 
non-text parts and deactivate the word list to remove some pronouns, dummy words or words that do not express 
a clear meaning so as to clean the text. After the above two processes, you can get a standardized text dataset. 
 
II. B. Text representation based on Glove word vector modeling 
Since computers can only recognize binary data, when a large amount of textual data needs to be improved with 
the help of computers, it is necessary to construct a variety of textual representations to encode each word in the 
textual data into a vector or matrix form, which enables computers to recognize and process them. 

Glove (Global Vectors for Word Representation) [20], compared with Word2Vec, not only considers the local 
information between contexts, but also applies co-occurrence matrix to introduce higher quality global information. 
Its operation process is mainly divided into three steps: 

First, a co-occurrence matrix X  is created from the given corpus, where each vector ,m nX  denotes the number 
of times the words m  and n  co-occur. Second, the approximate relationship between the two is obtained from 
the given co-occurrence matrix and word vectors as: 

 log( ) T
mn m n m nX u u b b    (1) 

where mu  and nu  denote the word vectors of words m  and n , respectively, and mb  and nb  denote the bias 
vectors; and finally, the corresponding loss function is constructed as: 
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where log( )mnX   denotes the true value and T
m n m nu u b b    denotes the predicted value. ( )mnf X   is the weight 

function, which is non-decreasing and cannot be increased infinitely when the word frequency is too high, so the 
following segmentation function is chosen as the weight function ( )f x : 
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II. C. Bidirectional long- and short-term memory networks 
The gates in LSTM [21] contain sigmoid neural network layer and dot product operation. The key is the cell state 

tC , where the input signal is transformed by the sigmoid layer into a value between 0 and 1, which represents the 
weight of the passed information. The LSTM implements the control by means of three kinds of gates: the input 
gate i  , the forgetting gate f   and the output gate o  . By reading 1th    and tx   and undergoing the   

transformation, the information tf  to be discarded and the information ti  to be retained in the 1tC   is derived and 

the cell state is updated, and the tg  represents the control parameters. The new cell state tC  is computed based 

on the previous parameters. Finally, ix   and 1th    do    transform to get the information to be output to   and 

multiply it with the tanh transform of tC  to get the final result. The formula is as follows: 
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 1( [ , ] )t f t t ff W h x b     (4) 

 1( [ , ] )t i t t ii W h x b     (5) 

  1tanh( , )t C t t Cg W h x b    (6) 

 1( [ , ] )t o t t oo W h x b     (7) 

 1t t t t tC f C i g    (8) 

 tanh( )t t th o C   (9) 

Since a single LSTM can only learn long term dependencies in a single direction, for this reason researchers 
have proposed to feed the input sequence from both forward and reverse directions into two separate LSTMs for 
processing to get the feature vectors in both directions, and then splice the two feature vectors as the final feature 
vector. This new model, called Bidirectional LSTM model (BiLSTM).The structure of BiLSTM is shown in Fig. 1.The 
parameters of forward and reverse LSTMs in BiLSTM model are independent of each other, and they share a list 
of word vectors (input). The model enables the feature data captured at a given moment to contain not only past 
information but also future information. 
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Figure 1: BiLSTM Network Structure 

II. D. Dependency Syntax Analysis 
The main objective of Dependency Syntactic Analysis (DP) [22] is to obtain the structure of a sentence at the 
syntactic level, and it achieves this by analyzing the dependencies of the words in the sentence. Dependency 
denotes a special dominance relationship between two words with directional pointing. The core of syntactic 
analysis is the dependency relation, a dependency relation connecting two words (nodes): the dominant and the 
subordinate. Studies of dependency syntactic analysis generally fall into two categories: transfer-based, and graph-
based. 

Transfer-based methods are performed based on the state of the sentence, and thus require first analyzing the 
sentence state to characterize the relationship between words in terms of a sequence of states. Each state transfer 
represents an analysis. The transfer-based approach generates the sequence into a tree structure usually requires 
2 actions: shift, reduce.Currently, the Stack-LSTM model is more effective, which is implemented using 3 LSTM 
layers in modeling the state, the sequence to be input and the sequence of actions, respectively. 

The graph-based approach finds the one with the highest probability as the final graph among all possible 
generated dependency graphs for a given sentence and model parameters. A widely used and effective model is 
Biaffine. Its dependency probabilities are obtained by relying on neural network models to obtain fully connected 
graphs. The edges in the graph refer to the probability of each node pointing to another node. Finally the graph is 
transformed into the form of a tree using the Maximum Spanning Tree (MST) method. The model is simple in 
principle, similar to the self-Attention model, and has achieved good results in several experiments. 
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III. Structural classification models incorporating semantic and syntactic information 
In this section, a long and short-term memory network model (CSSLSTM) that fuses semantic information with 
syntactic structural information is proposed, which, unlike the models proposed in previous studies, enhances the 
traditional LSTM model by representing the semantic information captured by the multi-head attention mechanism 
as an attention score matrix and fusing it with a neighboring matrix with sentence dependencies and structural 
information. Finally, aspect-specific features for aspect word sentiment classification are obtained using multilayer 
graph convolution operations. 
 
III. A. CSSLSTM model architecture 
The overall architecture of CSSLSTM is shown in Fig. 2, and the model is mainly composed of five parts: word 
vector embedding layer, Bi-LSTM layer, attention module, dependency parsing module, and graph convolutional 
network layer. The word vector embedding layer vectorizes the input text words, and the hidden state obtained 
through the Bi-LSTM layer is used as the input, which is fed into the attention module and the dependency parsing 
module to get the deep semantic information and the syntactic structure of the text, and then fed into the graph 
convolutional layer for node updating, and then the classification result is obtained through the classification function 
sotfmax. 
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Figure 2: Overall Architecture of the CSSLSTM model 

III. B. Word Vector Embedding Layer 
Given a text sequence 1 2{ , ,..., }ns s s s , and aspect words of length m  1 2{ , ,..., }ma a a a , and also a subsequence 
of the sentence s . One of the aspect words can be a word or a word phrase. 

This experiment uses Glove word vectors to map each word in the input utterance to a low-dimensional real-
valued vector to obtain the embedding matrix | | embV dE R  , where | |V  is the size of the vocabulary in the lexicon, 

and embd   denotes the size of the dimension of each word vector. Thus the word embedding 1 2{ , , , }nx x x x   
corresponding to the sentence s. 
 
III. C. Bi-LSTM layer 
Bi-LSTM at each time point, the hidden states of forward and reverse layers are combined to represent the complete 
information at that time point. The specific calculation formula is shown in: 

 (1) 1 (1) (1)
1( )t t th f U h W x b  


 (10) 

 (2) 2 (2) (2)
1( )t t th f U h W x b  


 (11) 

 t t th h h 
 

 (12) 
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where th


 denotes the hidden layer vector of the forward LSTM output, 
th


 denotes the hidden state vector of the 

backward LSTM output, and   denotes the splice of the vector. 

The forward LSTM representation of sentence s   is: 
1 2{ , ,..., }F

nH h h h
   

 , the inverse LSTM representation of 

sentence s is: 
1 2{ , ,..., }B

nH h h h
   

, the corresponding vectors of ,F BH H
   

 are concatenated to the final hidden state 

vectors 1 2{ , ,..., }nH h h h  , where 2d
ih R  , and H   contains the subsequence of the corresponding vocabulary 

1 2
{ , ,..., }

ma a a ah h h h , using H  as the initial input to the model. 

 
III. D. Multi-pronged self-attention mechanisms 
The advantage of the self-attention mechanism is that self-attention allows the model to focus directly on information 
at any position in the sequence, improving the ability to handle long-distance dependencies. By analyzing the 
attention weight matrix, it is possible to visualize how the model allocates its attention between different parts of the 
sequence when making decisions, improving the interpretability of the model. In this paper selfA , t  heads can also 
be used to construct the self-attention mechanism, which captures the semantic information between any two words 
in a single sentence, and the hidden state vector output from the coding layer provides a query index for the attention 
computation: 

 
( )Q K T

i
self

k

QW KW
A

d


  (13) 

where Q   and K   are derived from the hidden vectors H   produced by the coding layer, Q d dW R    and 
K d dW R   are the weights that can be learned, and kd  is the vector of the KKW  computed dimension. 
As the neural network gets deeper, the more expressive the model is, but with the deepening of the network will 

bring a series of problems, such as the problem of gradient disappearance or gradient explosion, the emergence of 
the residual network greatly alleviates these problems and simplifies the learning process of the model and 
enhances the model's generalization ability. So the i

selfA  obtained in this paper carries out the operation of residual 
connection, i.e., the output of the self-attention mechanism is added to the input. As in Eq: 

 i i
self selfA H A   (14) 

III. E. Dependency Resolution Module 
A dependency syntax tree can be interpreted as a graph G   with n   nodes, where nodes denote words in a 
sentence and edges denote syntactic dependency paths between words in the graph. The dependency tree G  of 

any sentence can be represented as an adjacency matrix D  of n n , where 1ijD   if node i  is connected to 

node j  through a single dependency path in G , and 0ijD   otherwise, as in Eq: 
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1

0 nshipijD
i j

i j
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
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 (15) 

In the attention layer, t  head attentions yield t  attention matrices, so the matrix D  is copied t  times so that 
the number of dependent syntactic adjacency matrices is the same as the number of attention matrices, as in Eq: 

 1{ ,..., }tD D D  (16) 

The fusion of the multi-head self-attention score focusing on global semantic information and the adjacency matrix 
with dependent syntactic structural information yields a matrix iA   rich in semantic and syntactic structural 
information, as in Eq: 

 ( )i i i i
aspect selfA softmax A A D    (17) 

A matrix i n nA R   based on fusing semantic information syntactic structural information. 
 
III. F. Graph Convolutional Network Layer 
In the dependent syntax layer t   different matrices rich in semantic and syntactic information, t n nA R    , are 
generated, and thus t  graph convolution operations need to be performed in each layer of the graph convolution 
network. If 1lh    is taken as the input state, then lh   represents the output state of the l  th layer of graph 

convolution. The 0h  is denoted as the output of the initial text after the sentence encoding layer (Bi-LSTM). Each 
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node in the l th layer graph convolution neural network is updated according to the hidden representation of its 
neighborhood, which is formulated as: 

 
1

1

( )
n

l l l l
i ij j

j

h A W h b 



   (18) 

where l
ih  denotes the hidden state representation of node i  in the l th layer graph convolutional neural network, 

lb  denotes the bias of the l th layer graph convolutional neural network, lW  is the linearly varying weights, which 

is the learnable parameter matrix, and   denotes the nonlinear activation function, such as ReLU. Using ijA , 

which is rich in semantic syntactic information, as the adjacency matrix of the graph convolutional neural input, the 
final output of the graph convolutional neural network at the l th layer is denoted as lH , as in Eq: 

 1 2{ , ,..., }l l l l
nH h h h  (19) 

The final feature representation of the word is obtained after aggregating the node information in each layer of 
the l -layer graph convolutional neural network. The non-aspect word representations in the feature representations 
output by the GCN are masked to obtain the aspect word feature representations, and the aspect word feature 
representations l

ah  retain most of the aspect information through average pooling: 

 
1 2

( , ,..., )
m

l l l l
a a a ah f h h h  (20) 

where ( )f   denotes the average pooling function used to augment the aspect representation through the graph 
convolutional neural network layer. 

The representation of aspect words l
ah  is fed into the linear layer and then passed through the softmax function 

in order to obtain the syntactic structure classification probability: 

 ( ) ( )l
c a cc a softmax W h b   (21) 

where cW  and cb  are both learnable parameters. 
Finally, the cross-entropy loss function is used as the loss function in this paper: 

 
( , )

lo( ) ( )g
s a c

L c a
 
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D C

 (22) 

IV. Experimentation and analysis 
IV. A. Experimental data 
In this section, experiments are conducted on two public Chinese datasets, CTB5 and CTB7, both of which have 
annotation results for participle, lexical and dependent syntax. For CTB5 and CTB7, the data division follows the 
existing work without any modification. In order to test the adaptability on other languages, Japanese and 
Vietnamese, which do not have participle boundaries, are selected from the UD Treebank v2.6 for testing, and the 
evaluation metrics use the F1 value of the composite performance index. 
 
IV. B. Hyperparameter settings 
To facilitate comparison with existing studies, the hyperparameter settings for BiLSTM in existing studies are 
followed. The dimensionality of the BiLSTM is set to 500, the number of layers of all MLPs is set to 1, the activation 
function is relu, and the output dimension of the perceptron used to score the dependency arcs and the second-
order subtree d  is set to 300. A dropout layer is added to the BiLSTM and all the MLPs, and the dropout rate is 
set to 0.30. The weighting parameter in the loss function formulation is set to 0.5, and the Batch size of the model 
is 128 for each round of training, and the joint model uses the Adam optimizer to optimize the model. is 0.5, the 
Batch size of the model is 128 for each round of training, and the joint model is trained for 100 rounds using the 
Adam optimizer for gradient computation as well as parameter updating, and the learning rate is set to 0.0001. The 
models are validated on the development set and the model with the best dependent syntactic F1 value on the 
development set is retained for final evaluation on the test set. 
 
IV. C. Experimental environment 
The hardware configuration parameters used in this experiment are as follows: 

Programming language is python, version python 3.6.5, development tool is VSCode. Web server used is Apache 
Tomcat 7.0.6 with MySQL 8.1 database. 



A Study on Chinese Syntactic Structure Classification Method Based on Word Vector Modeling 

4837 

CPU is Inter(R)core(TM) i5-5200U CPU @ 2.2GHz, RAM is 4GB, GPU is NVIDIA GEFORCE GTX 1050ti, and 
OS is Window10 64-bit. 

 
IV. D. Analysis of the effect of categorizing Chinese syntactic structures 
IV. D. 1) Performance Comparison for Classifying Syntactic Structures 
This section first compares the classification results of different methods on the Chinese text grammar structure 
classification dataset to verify the effectiveness of this paper's method. The method of this paper (CSSLSTM) is 
compared with the following methods: 

(1) DSR (Dictionary based sparse representation for domain adaptation) method. 
(2) DTL (Deep transfer learning) method. 
(3) MSTL (Multisource migration learning) method. 
(4) SST (Syntactic structure migration) method. 
The comparison results of precision rate, recall rate and F1 score of different Chinese text syntactic structure 

classification methods are shown in Table 1. The following conclusions can be drawn from the table: 
(1) Compared with the comparison methods DSR, DTL, MSTL and SST methods, the average precision rate of 

this paper's method on the two Chinese text datasets, CTB5 and CTB7, is improved. For example, on the CTB5 
dataset, this paper's method improves 0.208, 0.028, 0.185, and 0.202, respectively, compared with the above 
methods.Meanwhile, although the DTL method achieves a high accuracy rate on the CTB5 dataset, the accuracy 
rate decreases more on the CTB7 dataset. The method in this paper achieved the highest accuracy rate on both 
datasets. 

(2) The recall and F1 score of this paper's method on both datasets achieve excellent results, which are 
significantly higher than those of the comparison methods.The recall and F1 score on the CTB5 dataset are 0.947 
and 0.949, respectively, and on the CTB7 dataset they are 0.932 and 0.948, respectively.This indicates that this 
paper's word-vector syntactic structure classification method fused with deep learning has a high syntactic structure 
recognition efficiency. 

Table 1: Comparison of different Chinese text syntax structure classification methods 

Date set Index Ours DSR DTL MSTL SST 

CTB5 

Precision 0.951 0.743 0.923 0.766 0.749 

Recall 0.947 0.756 0.908 0.789 0.754 

F1 0.949 0.749 0.915 0.777 0.751 

CTB7 

Precision 0.964 0.758 0.845 0.799 0.746 

Recall 0.932 0.736 0.827 0.783 0.768 

F1 0.948 0.747 0.836 0.791 0.757 

 
IV. D. 2) Analysis of the effectiveness of attention mechanisms 
The multi-head self-attention mechanism is usually applied in the field of machine translation to capture the internal 
associations and features of sentences. The main purpose of this part of the experiment is to explore the 
improvement of the multi-head attention mechanism on the performance of the model in this paper and its 
applicability to the task of classifying Chinese syntactic structures. Since the final representation of features in multi-
head attention is related to the number of heads, this paper explores the effect of the number of heads on the model 
performance when performing multi-head attention. 

The performance of the multi-head attention mechanism of this paper's model is tested on the CTB5 and CTB7 
datasets with the multi-head parameter head={1,2,3,4,5,6}, respectively. Since the dimensionality reduction of the 
multi-head attention when performing head computation is averaged, it is important to make sure that the number 
of heads selected is able to be integrally divisible by the dimensionality of the hidden layer. The evaluation metrics 
for the experiment are Precision, Recall, and F1 score. 

Figure 3 shows the performance test results of this paper's attention mechanism for syntactic structure 
categorization under different HEAD numbers. It can be observed from the test data in the figure: when the number 
of heads is 4, the performance of this paper's multi-head attention mechanism is the best on 2 datasets. The 
Precision, Recall, and F1 scores in the CTB5 dataset are 0.949, 0.938, 0.943, respectively, and in the CTB7 dataset, 
they are 0.9445, 0.932, 0.938, respectively. when the head number is small (1, 2, or 1), the performance is poor, 
indicating that the model's ability to mine deep features is insufficient at this time, and the HEAD number is too small 
resulting in the contextual representation not being able to contain important syntactic structural features. When the 
number of HEAD is large, the model does not necessarily achieve better performance, such as at HEAD of 6, the 
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performance of the multi-head attention mechanism model is instead reduced. It may be because as the number of 
HEAD increases, the model parameters also increase, making the model generalization ability weaker. So on the 
whole, the multi-head attention model in this paper has the best performance when the number of heads is 4. 

 

Figure 3: The performance test results of the syntax structure of different heads 

IV. D. 3) Recognizing Syntactic Structures in Chinese Texts 
In this section, the syntactic structure recognition experiment is carried out in the above dataset, and the confusion 
matrix is used to evaluate the classification performance of the Chinese syntactic structure of the proposed model. 
The Chinese syntactic structures in the two datasets are marked as "subject-verb", "subject-verb-object", "linked 
sentence", "put word sentence", "subject word sentence", "comparative sentence", "existing sentence", and 
"concurrent sentence", which are recorded as syntactic structures 1~8 in turn. After data cleaning and screening, 
the total amount of data used in the experiments of Chinese syntactic structure recognition in the two datasets was 
8000 and 10000, respectively, and the division ratio of the training and test datasets was 8:2. 

Figures 4 and 5 are the syntactic structure classification and identification confusion matrices of the model on the 
CTB5 and CTB7 datasets, respectively. The results of the confusion matrix show that the proposed model can better 
realize the recognition of "subject-verb", "subject-verb-object", "linking sentence", "put word sentence", "being word 
sentence", "comparison sentence", "existing sentence" and "concurrent sentence" on the two datasets. The 
classification accuracy of syntactic structure on the CTB5 dataset was between 0.925~0.952, and the average 
accuracy was 0.941, among which the recognition accuracy of the "word and sentence" structure was the lowest, 
and there was a possibility that 2.1% of the structure could be divided into "concurrent sentence" structure. On the 
CTB7 dataset, the average accuracy is improved to 0.944, but the model still has a certain error in the recognition 
of the "conjunctive sentence" structure, and there is a 2.2% probability that it is predicted as a "subject-verb" 
structure. BiLSTM can effectively extract the relationship between the text before and after, which is helpful for the 
collection of syntactic structure information, while the Glove word vector model can effectively solve the problem of 
long-distance attenuation and have a stronger ability to extract semantic information. 

 

Figure 4: The identification confusion matrix on the CTB5 data set 
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Figure 5: The identification confusion matrix on the CTB7 data set 

V. Conclusion 
In this paper, we design a syntactic structure classification model that integrates semantic and syntactic information 
based on the Glove word vector model, bi-directional long and short-term memory network and other techniques. 
The model maps the embedding matrix of each word by Glove word vector, bi-directional long and short-term 
memory network is used to represent the temporal information of the vector sequences, and the multi-head self-
attention mechanism is introduced to obtain the semantic information between two words in a sentence. The 
syntactic structure information is fused with the semantic information, and the syntactic structure classification 
results are output through the graph convolutional network layer. In order to verify the effectiveness of this paper's 
method, several classification effect experiments are designed, and the experimental results show that the average 
classification precision, recall and F1 score of this paper's method on CTB5 and CTB7 datasets are higher than 
those of the comparison methods. Too small or too large head number in the multi-head attention mechanism affects 
the classification performance of the model, and the head number of 4 is the best, and the precision rate, recall rate 
and F1 score on CTB5 dataset are 0.949, 0.938 and 0.943 respectively. The accuracy of the model in identifying 
the structures of "subject-verb", "subject-verb-object", "linked sentence", "put word sentence", "subject word 
sentence", "comparative sentence", "existing sentence" and "conjunctive sentence" in Chinese is more than 90%, 
and the syntactic structure recognition rate in CTB5 and CTB7 datasets is the lowest "put word sentence" and 
"conjunctive sentence" structure, respectively. In conclusion, this study provides an extensible word vector model 
solution for Chinese syntactic analysis. 
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