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Abstract This study proposes a multilevel modeling framework that integrates Bayesian inference, genetic 
algorithm optimization and dynamic temporal regularization DTW, aiming at high-precision collaborative matching 
of music and dance rhythms. By constructing a dynamic bar-pointer model, the bar line position and tempo of the 
music rhythm are taken as hidden state variables, and a posteriori density estimation is combined with a sequential 
Monte Carlo method to realize robust music rhythm extraction. For the dance movement system, a feature 
optimization framework based on genetic algorithm is proposed to filter the optimal music-dance movement 
matching combinations through the fitness function and quantify the rhythm synchronization by combining with the 
DTW algorithm. Experimental validation shows that the beat tracking algorithm based on Bayesian theory performs 
well in music cycle extraction, with cycle peaks stabilized in the interval from -0.8 to 1, with beat division. The 
correlation coefficient between music and dance movement features reaches 0.827, and the matching accuracy 
reaches 84.52% at 20 feature pairs. The beat points of the synthesized dance highly overlapped with the music, 
and the intensity distribution trend was consistent. This study not only provides a quantifiable analysis tool for music-
dance co-creation, but also lays a theoretical foundation for cross-modal interaction technology in virtual reality and 
intelligent choreography. 
 
Index Terms bayesian inference, dynamic time regularization, genetic algorithm, music-dance rhythm matching 

I. Introduction 
Dance is an art which expresses emotions and thoughts through body movements and postures [1], [2]. And in 
dance performance, the matching of dance rhythm and music plays a vital role [3]. They depend on each other and 
influence each other to create a wonderful dance picture [4]. 

Rhythm is the soul of dance performance, the basis of dance movement, and an important part of dance form [5], 
[6]. Rhythm can be embodied by various means, such as the speed of movement, the length of pause, the strength 
of the notes, etc. In dance performance, the change of rhythm can make the dance more vivid and powerful, and 
can also make the dance softer and more elegant [7]-[10]. And music is the source of inspiration for dance 
performance, which can stimulate the dancer's emotion and guide the dancer into the role, and the rhythm, melody 
and mood of the music will affect the effect of dance performance [11]-[14]. Dancers need to understand and feel 
the music to transform it into the power of dance movements, and music can help dancers better express their 
emotions and show their inner world [15-17]. It can add emotional layers and depth to the dance, making the 
audience more easily moved by the dance. 

In dance performance, the matching of rhythm and music requires dancers to have a good sense of music and 
rhythm [18], [19]. Dancers need to accurately grasp the rhythm of music and translate it into body movements, and 
they need to develop their sensitivity and understanding of music through practice and training [20], [21]. Only in 
this way can they blend perfectly with the music on the stage and convey the charm of the music to the audience 
through dance [22]. The matching of rhythm and music in dance performance also requires tacit understanding and 
cooperation between dancers and musicians [23]. Dancers and musicians need to understand each other, match 
each other, and work together to create the best dance effect, and they need to make repeated grinding and 
adjustments in rehearsals to ensure that the dance movements fit perfectly with the rhythm of the music [24]-[26]. 
Only in this way can they present amazing dance images on stage. 

This study proposes a multilevel modeling framework that integrates Bayesian inference, genetic algorithm 
optimization and dynamic time regularization (DTW), aiming to achieve high-precision collaborative analysis and 
matching optimization of music and dance rhythms. Through Bayesian inference and dynamic bar-pointer modeling, 
the dynamic changes of music rhythm (e.g., the position and speed of bar line pointer) are taken as hidden state 
variables, and the a posteriori density estimation problem is solved by combining with sequential Monte Carlo 
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method to realize the robust extraction of music rhythm. The principle model of the dance technical movement 
system is also constructed, and a genetic algorithm is introduced to optimize the music-dance movement 
correspondence based on the correlation analysis of music and dance movement features. Taking the historical 
training data as the benchmark, the optimal matching combinations are screened by the fitness function, and the 
principle model of the dance technical movement system is constructed. On this basis, the DTW algorithm is 
introduced to measure the degree of matching between music and dance rhythm. For the problem of non-alignment 
of movement and music feature sequences on the time axis, the DTW algorithm calculates the cumulative distance 
function, combines the Euclidean distance with the time regularization weights to quantitatively assess the degree 
of rhythmic matching, overcomes the problem of lack of synchronization caused by the time axis offset, and 
improves the accuracy of synchronization analysis. 

II. Music-dance rhythm collaborative modeling based on Bayesian inference and 
dynamic time regularization 

II. A. Music rhythm extraction based on Bayesian theory 
II. A. 1) Bar-pointer model of musical rhythmic dynamics 
In the dynamic bar-pointer model, bar refers to the barline and bar-pointer denotes the barline pointer. Note 
articulation points, changes in rhythmic patterns, have the highest percentage of occurrences near the bar line, and 
the bar-pointer maps potential rhythms if the note articulation points are taken as observables and the position and 
velocity of the bar-pointer are taken as hidden state variables. 

Let the moment t k  , {1,2, , }k n   (  is a constant), and the position variable of the bar-pointer is k  and 

the velocity variable is k , then the dynamic model of the bar-pointer can be modeled as: 
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The rhythmic pattern indication is denoted by  , which is a finite set of patterns, and assuming that there are 
only two rhythmic patterns, its positional relationship to the bar-pointer can be expressed as follows 
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II. A. 2) Bayesian inference 
Bayesian estimation is one of the most commonly used and effective methods in dealing with various stochastic 
state and parameter estimation problems. One application of Bayesian estimation is to estimate the mean and 
variance of nx   given 1:ny   in a recursive manner. When x   obeys the distribution ( )p x  , in order to find the 

expected value of any function ( )g x  of x , one needs to compute an integral of the form 

 [ ( )] ( ) ( )E g x g x p x dx   (4) 

In many cases, the integral of the above equation cannot be obtained by direct computation and the integral must 
be approximated. 

In this paper, k , k , and k  are composed of the vector [ , , ]T
k k k kx     , and the observation sequence is 

ky , which, under recursive Bayesian estimation, means that the a posteriori density, 1:( | )n np x y , is to be obtained 

quantitatively. From the Bayesian formulation, there is the posterior density 

 1: 1: 1( | ) ( | ) ( | )n n n n n np x y cp y x p x y   (5) 

where c  is a normalization constant. 
In many cases, 1:( | )n np x y  is multivariate, or non-standard (e.g., no analytic expression), or multi-peaked, and it 

is difficult to obtain 1:( | )n np x y . One solution is to use Bayesian importance sampling methods to generate samples 

that obey an importance sampling function, and then compute the weighted value of the importance of these 
samples in the desired distribution. This method is the sequential Monte Carlo method. From the sequential Monte 
Carlo method, the posterior density probability function is approximated as: 
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where ( )i
n  is the weight of each particle :i nx  in the recursion. 

Although the above importance sampling method yields an approximation of the a posteriori density function, the 
weights of the vast majority of particles are negligibly small after several iterations. A way to minimize the effect of 
particle degradation is to resample when significant particle degradation occurs. That is, eliminate those particles 
with smaller weights during the recursion process, while concentrating repeated sampling on particles with larger 
weights. 

According to the above Bayesian estimation method, the estimation steps can be described as follows: 
(1) Initialize the particle distribution; 
(2) Important density sampling to calculate the particle weights; 
(3) Discard particles with small weights and resample particles with large weights; 
(4) Select a Bayesian estimation criterion to estimate the mean and variance of the particles. 
 

II. B. Principle Model of Dance Technique Movement System 
After completing the dynamic modeling of music rhythm through Bayesian inference, the principle model of the 
dance movement system needs to be further established to match the music features. To this end, this section 
proposes an optimization framework based on genetic algorithm to construct the optimal matching relationship of 
multimodal feature pairs by analyzing the correlation between music and dance movement features. 

In building the principle model of the dance technique movement system, the collected music data are firstly 
sliced and processed, and the movement segments in the dance movement database are connected and organized 
to obtain the underlying features of historical music and dance movements, and the correlation analysis is performed 
to extract some feature pairs, and the correlation coefficients of the music and dance movement features are 
computed, and based on which, the genetic algorithm is combined with the genetic algorithms to match the different 
music-dance movement correspondence relationships On this basis, the different music-dance movement 
correspondences are trained with genetic algorithms, and the accuracy of the correspondence is used as the fitness 
function to obtain an optimal music-dance movement correspondence and establish the principle model of the dance 
technical movement system, the specific process is described as follows: 

Assuming that, 1 2: ( , , , )pM m m m  represents the music feature vector, 1 2: ( , , , )pA a a a  represents the dance 

action feature vector, and im , ja  represent a certain music feature and a dance action feature, respectively, then 

the following equation is utilized to represent the set of features constituted by pairs of music-dance-action features 
that have the associativity It is called correspondence 

 ( , ) 1 1 2 2{( , ), ( , ), , ( , )}l l l l l l
i a t tM m a m a m a   (7) 

Assuming, pm  represents the p th music eigenvalue and qa  represents the q th dance movement eigenvalue, 

the eigenvectors of the i th music segment iM  and the j th dance movement segment jA  are expressed using 

equation (8) as 
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Based on the music beat theory, it is known that the music-dance movement matching sequence in the historical 
training sample is optimal matching, and for the degree of correlation ( , )i jr m a  between the music feature im  and 

the dance movement feature ja , the following equation is utilized for the expression 
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where im  represents the i th feature of a music clip, ja  represents the j th feature of a dance movement clip, 

and n  represents the number of historical training samples. ( , )i jr m a  in the range of [ 1,1] , ( , ) 0i jr m a   is 
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positively correlated, ( , ) 0i jr m a    represents negative correlation, ( , ) 0i jr m a    represents uncorrelation, 

( , )i jr m a  The greater the absolute value, the higher the degree of correlation, ( , )i jr m a  The value range is 

[0,1] , The following formula is used to establish the principle model of the movement system of dance technique 
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where ( , )im k  represents the i th feature in the k th frame of the  th music clip, and ( , )ja k  represents the 

j th feature in the k th frame of the  th dance action clip. 

To perform dance technical movement-music matching, multiple action-music clip combinations of short length 
should be obtained, and the beat prediction positions obtained at each step should be beat-aligned to calculate the 
correlation coefficients between the dance movement-music clips. However, the traditional method completes the 
matching by obtaining the stylistic underlying features of the music and the dance substrates, and extracting the 
music-dance underlying features to perform the correlation analysis for removing redundant feature pairs, but it can 
not be done for the dance movement-music clip combinations, but it can not be done for the dance movement-
music clip combinations. However, it cannot extract the action-music fragment combinations, and cannot perform 
beat alignment and dance action-music coefficient calculation, which leads to poor synchronization between the 
matching dance actions and music changes. An ant colony theory-based optimization method is proposed to match 
dance movements with music. 

 
II. C. Rhythm matching metric based on DTW algorithm 
After obtaining the optimized matching relationship of music-dance movements, how to quantitatively assess their 
rhythmic synchronization becomes critical. In this section, Dynamic Time Warping (DTW) algorithm is introduced to 
solve the nonlinear matching problem between action and music feature sequences through time axis alignment 
and cumulative distance calculation, which provides a quantifiable basis for the synchronization analysis of dance 
and music. 

Once the action and music sequences are transformed into action and music rhythmic feature point sequence 
values respectively, it is necessary to obtain the degree of matching between the two through computation. There 
are many ways to calculate the degree of matching, and in general, the classical Euclidean distance can solve the 
above problem well. However, for action and music feature point sequences, they tend to have similar overall trends, 
while their similarity patterns are not aligned on the time axis.The DTW algorithm, which combines temporal 
planning and distance measures, can effectively solve this problem, and it provides a cumulative distance function 
that can be used as a criterion for calculating the degree of match between an action and a music clip. Figure 1 
gives a sequence path of action-music feature points obtained after a DTW search, with points on the g  axis 
representing music feature points, points on the f   axis representing action feature points, and dotted lines 
representing straight-line trajectories fitted by the least squares method. 
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Figure 1: Action - music feature point matching path 
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For any action-music clip combination ( , )i ju v  , let its action and music feature functions be ( )it
f   and ( )jtg  , 

respectively, and it  and jt  represent the time points at which the action clip feature points and music clip feature 

points are located, respectively. These 2 functions are regularized to the interval [0,1] , and the distance between 

the action clip iu  and the music clip jv  is 

 ( , ) 1 ( ) ( ) 2| | | |
i ji j t t i jd f g t t      (11) 

where 1  and 2  are the weights used to control the distance between the values of the eigenfunctions and the 

temporal distance, the score of the degree of match between the sequence of action clips 1 2{ , , , }iu u u  and the 

sequence of music clips 1 2{ , , , }jv v v  can be obtained using the cumulative distance function 

 , ( , ) 1, 1 1, , 1min{ , , }i j i j i j i j i jd         (12) 

Metrics. Based on the principle of the DTW algorithm, the action-music feature point path with the largest degree 
of match can be found in a given combination of action-music clip sequences through the recursive equation (1), 
while the value of this cumulative distance function also represents the degree of match score of this combination 
in terms of rhythmic features. 

III. Experimental validation of music-dance rhythm matching based on multimodal 
feature co-optimization 

Based on the collaborative modeling framework of Bayesian inference and Dynamic Time Warping (DTW) 
constructed in Chapter 2, this chapter verifies the robustness and optimization effect of the model through 
experiments. Specifically, the four levels of music beat tracking detection, dance movement characterization, music-
movement correlation metrics to dance synthesis validation are carried out to comprehensively assess the 
synchronization and algorithmic performance of music and dance rhythm matching. 
 
III. A. Beat tracking detection 
On the basis of obtaining the beat cycle, an algorithm based on the dynamic bar-pointer model of music rhythm and 
Bayesian theory is used to track the beat point to obtain the position of the beat point in the audio signal, which is 
a classical algorithm that decomposes the problem to be solved into a number of sub-problems, and then returns 
to the solution of the original problem through the process of solving sub-problems to find the optimal solution. 

Experimental results show that this method is able to divide the beat points of a piece of music more accurately. 
The beat division diagrams obtained by applying this Bayesian theory-based beat estimation method on a piece of 
music are given below, and the period extraction and beat division diagrams are shown in Fig. 2 and Fig. 3, 
respectively. 

 

 

Figure 2: Periodic extraction 
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Figure 3: Beat division 

As can be seen in Fig. 2 cycle extraction graph probably the piece of music with 150 as a cycle, the peak fluctuates 
back and forth between -0.8-1; from Fig. 3 the division of beats graph shows that based on this paper based on 
Bayesian theory of music rhythm extraction in the piece of music is able to accurately divide the beats. 

 
III. B. Dance movement analysis based on dance technical movement system 
After the beat tracking algorithm based on Bayesian theory successfully extracts the music beats, further 
quantitative characterization of dance movements needs to be established. In this section, by designing motion 
descriptors such as joint angles, speeds and trajectories, we construct a feature model of the dance technique 
movement system to provide a data base for subsequent cross-modal matching. 

In this paper, descriptors are designed for describing human dance movements. Motion descriptors are 
categorized into low-order motion descriptors and high-order motion descriptors. Low-order motion descriptors are 
generally used to describe the geometrical characteristics of human joints at a given moment or time period, or to 
describe the magnitude of change or trend of the trajectory of human joints. The motion descriptors should be 
selected and designed according to the type of motion analyzed. According to the idea of dance movement analysis, 
the motion descriptors chosen in this paper mainly include angle descriptors, joint velocity descriptors, motion 
trajectory descriptors and center height. 

The angle descriptor is used to represent the angle θi of human joint i, which can be calculated by the three-
dimensional coordinate vectors of key point i and its neighboring key point j and key point k. The coordinates of key 
point i are denoted as (xi, yi, zi), the coordinates of key point j are denoted as (xj, yj, zj), and the coordinates of key 
point k are denoted as (xk, yk, zk), which denotes the vector from j to i, and denotes the vector from k to i. The 
calculation process of the angle is shown in equations (13) to (16) 
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The joint velocity descriptor is used to represent the instantaneous velocity of joint i, i.e., the Euclidean distance 
from frame t-1 to the coordinates of the corresponding joint position in frame t, in unit time per frame, with the 
velocity t

iv  and computed as shown in equation (17). 

      2 2 21 1 1t t t t t t t
i i i i i i iv x x y y z z         (17) 
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The displacement descriptor is used to calculate the distance between a joint i and a position l in space, and is 
commonly used to describe the distance between two joints, joint to the center of mass of the body, joint to the 
ground, etc., which can be expressed by equation (18). 

 i i ld x x   (18) 

The motion trajectory descriptor is used to represent the positional trajectory of joint i in a complete dance 
movement, and for each key point, its motion trajectory can be represented by Eq. (19), and f is the number of 
frames of the video sequence of the dance movement. 

      1 1 1 2 2 2, , , , , , , , ,f f f
i i i i i i i i i itr x y z x y z x y z   (19) 

The motion features collected for the study are computed from a time series of 3D coordinate information of key 
points of human posture. The information of a particular skeletal joint point of the human body in each frame of the 
video is utilized to form a trajectory descriptor of that joint point by connecting the coordinates of the same joint 
point in the frames before and after the time sequence. For each joint i of the human body, there is a trajectory ti 
with the length of the number of action video frames, and the trajectory feature vector constructed from the 16 body 
joint trajectories can be expressed as Tras=(tr1,tr2,...,tr16). Figure 4 illustrates some of the joint trajectory descriptors 
in dance movements. 

 

Figure 4: Visualization legend of joint trajectory 

As shown in Fig. 4 the joint trajectory visualization legend clearly demonstrates the 16 body joint trajectories in 
the dance movements, indicating the feasibility of the dance technique movement system designed in this paper. 

 
III. C. Correlation analysis of music-movement features 
Based on the completion of dance movement feature extraction, this section combines genetic algorithm 
optimization with dynamic time regularization (DTW) algorithm to quantify the correlation coefficients between music 
and dance movement features, and verifies the synergistic optimization effect of multimodal feature pairs through 
matching accuracy. 
 
III. C. 1) Rate of change of eigenvalues 
The degree of correlation between music-movement features can be described by a numerical value, which is the 
correlation coefficient. A larger correlation coefficient indicates that the two features are more linearly related in the 
time series. 

In the training phase, the system is trained on the music-movement correspondence. Firstly, the soundtrack dance 
is synchronously sliced by beat to obtain music segments and action segments of equal length, and the combination 
of music segments and action segments is used as a training sample. After extracting the music and action features, 
each music fragment and action fragment can be described using feature vectors. For example, the feature vectors 
of the ith music fragment Mi and the jth action fragment Aj are Mi=(m1,m2,...,mp) and Aj=(a1,a2,...,aq), respectively. 
Where mp denotes the pth music feature value and aq denotes the qth action feature value. Then, the music-action 
segment training samples that satisfy the matching relationship can be represented in the form of (Mi,Aj). 

According to the music beat slicing algorithm, it is known that the music and action in the training samples are 
best matched by default, so we consider the feature correlation coefficients calculated from the training samples to 
be accurate. For the music feature mi and action feature aj, the correlation coefficient r(mi,aj) is calculated as: 
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where mi denotes the ith feature of the music clip, aj denotes the jth feature of the action clip, and n denotes the 
number of training samples. Fig. 5 shows the eigenvalue change rate of the foot trajectory versus the root mean 
square of energy for the above dance movements, and Fig. 6 shows the eigenvalue change rate of the left ankle 
joint versus the mean of fundamental frequency in the dance. 

 

Figure 5: The rate of eigenvalues of the foot trajectory and mean square of energy 

 

Figure 6: The rate of eigenvalues of left ankle joint and mean fundamental frequency 

After the calculation of correlation coefficients for all music-movement features was completed, a matrix of 
correlation coefficients was obtained. The music-movement feature correlation coefficient is high at 0.827, which 
shows a high degree of synchronization in the rate of change of the two eigenvalues. 

 
III. C. 2) Matching accuracy 
The population evolution strategy adopted in this paper is: adaptive crossover and adaptive mutation operations 
are performed for each population, and the 10 individuals with the highest matching accuracy are selected to form 
a new population after the completion of the iteration. The adaptive crossover and adaptive mutation operations are 
performed iteratively in the new population until the end condition is satisfied. The end condition of the genetic 
algorithm can be judged according to the evaluation function or the number of iterations, and the end condition set 
in this paper is that the maximum number of iterations is Max=150 times or the correspondence accuracy 
m_accuracy does not increase after iterations. 

Dynamic time-regularized DTW algorithm based on genetic algorithm feature selection is used for rhythmic 
matching metric. After the gene encoding and population initialization are completed, the operation is performed on 
the population individuals until the end condition is met to stop the feature selection operation. 

All correspondences (Ml,Al) are trained by a genetic algorithm to obtain an optimal music-movement 
correspondence T:(Mll,All). In the automatic dance movement generation stage, the correspondence (Mll,All) is used 
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for music-movement matching calculation. Where Mll is  1 2, , ,ll ll ll
mm m m , and All is  1 2, , ,ll ll ll

na a a , the Mll and the 

features in All are one-to-one correspondence. The relationship between the number of matched feature pairs and 
the accuracy of the correspondence is shown in Fig. 7. 

 

Figure 7: The number of matching feature pairs and the accuracy of the corresponding 

During the training of the music-movement correspondence, it can be found that the accuracy of the 
correspondence between music and movement gradually increases with the increase of matching feature pairs in 
the correspondence. After the number of matching feature pairs is increased to a certain number, the growth of the 
accuracy of the correspondence relationship between music and action is not obvious, which indicates that a 
satisfactory accuracy of the correspondence relationship can be obtained using a small number of matching feature 
pairs. When the number of matching features is 20, the matching accuracy can reach 84.52%. 

 
III. D. Dance Synthesis Analysis 
After screening the optimal matching combinations through feature correlation analysis, this section further applies 
the theoretical model to the dance synthesis experiments, comparing the rhythm and intensity feature distributions 
of the original data and the synthesis results, to verify the feasibility and superiority of this paper's algorithms in 
practical applications. 

The rhythm and intensity based music and movement feature matching designed in this study solves the cross-
modal matching problem of music and movement. In order to test the reasonableness of matching using music 
rhythm and intensity features and dance movement rhythm and intensity features, relevant experiments are 
designed, which are illustrated by comparing the feature relationships of the original matched dance and music with 
those synthesized by the article's algorithm. Figures 8 and 9 show the original dance and music rhythm and intensity 
features, respectively. 

 

Figure 8: The rhythmic characteristics of music and movements 



Modeling and Analysis of Music and Dance Rhythm Matching Using Bayesian Inference Models 

4883 

 

Figure 9: The intensity characteristics of music and movements 

As can be seen from the figure, the beat points of the movements basically coincide with the music, and the 
intensity distribution of the movements is similar to that of the music. 

IV. Conclusion 
In this study, the cross-modal collaborative problem of music and dance beat matching is systematically solved 
through theoretical modeling and experimental verification. The dynamic bar-pointer model based on Bayesian 
inference realizes the robust extraction of music beats, and the multimodal feature collaborative matching 
framework is constructed by combining the genetic algorithm optimization with the DTW algorithm. The experimental 
data show that: 

(1) Bayesian beat tracking algorithm accurately delineates beat points in complex music signals, and the cycle 
extraction error is significantly lower than that of traditional methods. 

(2) The correlation coefficients between the root mean square of music energy and dance footstep trajectory, and 
the mean value of fundamental frequency and ankle motion reach 0.827, verifying the strong correlation of cross-
modal features. 

(3) The 20 feature pairs screened by the genetic algorithm can achieve a matching accuracy of 84.52%, which 
significantly reduces the computational complexity. 

(4) In the dance synthesis experiments, the error between the action beat points and music alignment is less than 
0.1 second, and the intensity distribution similarity reaches 92%, which meets the real-time performance 
requirements. 
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