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Abstract In this paper, Japanese syntactic analysis and text embellishment techniques are designed to improve 
students' Japanese writing skills. Since Japanese dependency parsing is an important part of Japanese syntactic 
analysis. In this regard, this paper adopts the SVM model to generate a classifier using the labeled corpus as a way 
to determine whether there is a dependency relationship between two text sections. In order to improve the parsing 
accuracy of the SVM model, this paper proposes a Japanese dependency parsing method based on NN-LSVM 
pruning of a large-scale training corpus for dependency parsing on the basis of SVM. After that, a text touch-up 
technique based on syntactic structure is designed, which introduces a contrastive representation learning method 
and pushes the model to deeply understand the modeling relationship between semantic and syntactic structural 
information by adjusting the loss function to further mine more appropriate syntactic structures and expressions in 
order to improve the effect of the text touch-up technique. After verifying that the two techniques are feasible, this 
paper designs a practical task for teaching Japanese writing. During the practice, the Japanese writing scores of 
the experimental class using the NN-LSVM model and the language generation model designed in this paper for 
writing tutoring improved significantly (P<0.05), and there was no significant change in the control class. It shows 
that the technique in this paper can have the effect of promoting students' Japanese writing ability. 
 
Index Terms Dependency, NN-LSVM, Textual embellishment technique, Japanese writing 

I. Introduction 
As a branch of artificial intelligence, natural language processing has been increasingly emphasized by workers in 
many disciplines, and its application prospect is very broad [1], [2]. At present, linguistic information processing 
technology has been widely used in many practical systems [3]. In today's information-exploding society, natural 
language processing serves as a high-level and important aspect of linguistic information processing technology 
[4], [5]. 

In the field of natural language processing, syntactic analysis belongs to the semantic parsing model, which is a 
layer above the lexical analysis part, so syntactic analysis is one of the fundamental works in the study of natural 
language understanding of Japanese, and it is a prerequisite for semantic analysis of given sentences and texts 
[6]-[9]. Japanese syntactic analysis is one of the core elements of Japanese natural language understanding and 
machine translation [10]. The main task of syntactic analysis is to generate a syntactic tree of phrases, given a 
sentence, with the grammatical features of the language as the main source of knowledge, and to specify the 
relationship between the parts of the sentence through the form of the tree, which is in essence a process of 
disambiguation [11]-[14]. The improvement of the performance of syntactic analysis will have an important role in 
promoting applications such as information retrieval, information extraction, and machine translation [15], [16]. 

Based on the syntactic analysis of artificial intelligence, the application of generative technology is important for 
improving Japanese writing ability [17], [18]. Japanese composition is an important part of learning Japanese, which 
can improve language expression, increase vocabulary, and improve the use of grammar [19], [20]. However, writing 
is still a difficult task for many learners [21]. Artificial intelligence generation technology is based on the application 
of natural language processing, machine learning and deep learning and other technology bases, through the 
analysis and learning of a large number of texts, it can generate articles that conform to grammatical norms and are 
clear in logic, and as an effective auxiliary tool, the generation technology can provide students with personalized 
writing guidance and assistance to improve their Japanese writing ability [22]-[25]. 
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Dependency parsing in Japanese is an important part of the field of Japanese natural language processing, and 
in this paper, we investigate the parsing of Japanese dependencies and establish an effective parsing model. Firstly, 
an SVM-based Japanese dependency parsing model is established, then a group-block-based text-section step-
by-step application algorithm is used to control the parsing process, and finally an NN-LSVM-based Japanese 
dependency parsing model is established by improving the SVM model using LSVM and NN methods. In order to 
realize the embellishment of Japanese text, a syntactic structure control method based on contrastive 
representation learning is introduced. The two techniques are used in Japanese writing training, and controlled 
experiments are conducted to verify the effectiveness of the techniques in improving Japanese writing ability. 

II. Realization of Japanese syntactic analysis techniques 
II. A. Japanese Syntactic Analysis 
Syntactic analysis means automatically identifying the syntactic units contained in a sentence and the relationships 
between these syntactic units based on a given grammar. Syntactic analysis is a key component of natural language 
understanding and is the basis for further semantic analysis of natural language [26]. Research on syntactic analysis 
is broadly divided into 2 approaches: rule-based approaches and statistical-based approaches. 

The rule-based approach is a knowledge-based rationalist approach, based on linguistic theory, emphasizing the 
linguist's knowledge of linguistic phenomena, and adopting non-ambiguous forms of rules to describe or explain 
ambiguous behaviors or ambiguous properties. 

Statistically based syntactic analysis must somehow characterize the formal and grammatical rules of a language, 
and this characterization must be obtainable by training on the results of a known syntactic analysis, which is the 
syntactic analysis model. Statistical syntactic analysis based on treebanks is the mainstream technique of modern 
syntactic analysis. The purpose of constructing a statistical syntactic analysis model is to evaluate a number of 
possible syntactic analysis results (usually represented in the form of syntactic trees) in a probabilistic form and to 
directly choose the most probable result among these possible analysis results. A statistically based syntactic 
analysis model is in essence a probabilistic evaluation function for evaluating syntactic analysis results, i.e., for any 
input sentence s  and its syntactic analysis result t , a conditional probability ( | )P T s  is given, and from this, the 
syntactic analysis result which is considered by this syntactic analysis model to be the most probable one is 

identified [27], i.e., it is found 
~ arg max ( | )P T s
t

t
 , and the sample space of the syntactic analysis problem is S T  

(where: S  is the set of all sentences and T  is the set of all syntactic analysis results). 
According to the characteristics of the Japanese language, a language like Japanese cannot use strict sentence 

construction rules. Instead, the richness of adjuncts and the syntactic and semantic information provided by the 
adjuncts suggest that it is more appropriate to use the dependency analysis method in Japanese syntactic analysis. 
The necessary elements in Japanese syntactic analysis are: dependency conditions, types of modifying relations, 
priority conditions, and basic priority. 

(1) Dependency condition - consists of a pair of stanzas in which there is a dependency relationship. 
(2) Type of modifying relationship - the type that constitutes the dependency relationship. 
(3) Priority condition - proximal priority or remote priority. 
(4) Basic Priority - Priority is assigned to matching pairs of sections. 
 

II. B. NN-LSVM-based parsing of Japanese language dependencies 
II. B. 1) LSVM model 
Although SVM has been proven to be a very effective machine learning model, the optimization and classification 
speeds are still not quite satisfactory for large-scale sample sets, especially in the case of many support vectors. 
Therefore, in this paper, a pruning method is used to remove these samples in order to reduce the training set size, 
simplify the classification hyperplane, and improve the parsing accuracy and speed [28]. The specific steps are as 
follows: 

(1) Randomly draw a small-scale sample set S from the large-scale sample set L, and then train with the small-
scale sample set S to obtain the initial classifier. The size of the small-scale sample set is determined based on two 
conditions: 

1) Ensure that it is not costly to train using it. 
2) Ensure that the classifier trained using it has a certain classification accuracy. 
(2) Prune the large-scale sample set L with the initial classifier, and then train it with the approximately reduced 

set to obtain the final classifier. This is done by setting the classification hyperplane of the initial classifier to be H. 
For any sample s of L, let the distance between s and H (greater than or equal to zero) be d . If 1 1d     , 
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this sample is retained, otherwise it is deleted, where 0 1   is a threshold that can be adjusted. The adjustment 
of the threshold has two functions: 

1) To control the size of the approximate reduction set. 
2) Influence the classification accuracy of the final classifier. In practice, the main purpose is to adjust the threshold 

value to get the near-optimal classifier relative to the threshold value, which is not difficult to adjust manually. For 
convenience, the support vector machine that adopts the above culling strategy is called LSVM. 

The above censoring strategy is shown in Fig. 1. Where H  denotes the classification hyperplane of the initial 
classifier H   and H   denote the hyperplanes where the two types of support vectors are located. The pruning 
principle is to keep the samples whose distance from H   and H   is less than  , and delete the other samples. 
In simple terms, this means leaving the samples that are closer to the support vectors of the initial classifier. This 
pruning strategy captures the essence of support vector machines, i.e., the classifier is only related to the support 
vector and not to the other vectors (samples). By employing this pruning strategy, the samples left behind will be 
the ones that greatly help the classification, while the deleted samples will not help the classification or even be 
counterproductive (e.g., leading to over-learning instead of decreasing the accuracy of the classifier). 

Reserved area

1  1 
H

1  1 
H

Reserved area

 

Figure 1: Pruning training samples with LSVM 

II. B. 2) NN-SVM modeling 
Although the goal of support vector machines is to achieve strong generalization ability, over-learning problems may 
occur with respect to specific sample sets. For example, when the two sample sets are heavily overlapped, the 
decision surface of SVM may reduce its generalization ability due to excessive complexity. 

In this paper, we propose another improved SVM (NN-SVM): it first prunes the training set by deciding the trade-
offs between each sample and its nearest-neighbor class label according to its similarities and differences, and then 
trains the SVM to obtain a classifier. This approach is very parsimonious. 

In this paper, we adopt the following strategy to prune the training set: 
First find out the nearest neighbor of each point and then for each point if the point belongs to the same class as 

its nearest neighbor keep the point and if the point belongs to a different class than its nearest neighbor remove the 
point. Euclidean distance is used as the distance between two vectors i.e. set: 

 
1 2
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 (1) 

Then the distance between ix  and jx  is defined as: 
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k

D x x x x


   (2) 

The nearest neighbor of a sample is the sample that is closest to it under the above definition. 
Below we give the algorithm for implementing the above method. 
Given a training set 1 1 2 2( , ), ( , ), ..., ( , ), , {1, 1}, 1,....n

m m i ix y x y x y x R y i m    . Represent the training set as a matrix: 
 ( 1) [ ]m nTR XY    (3) 
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The pruning algorithm is as follows. 



A Study on Improving Japanese Writing Skills by Constructing Japanese Syntactic Analysis and Generation Technology Using Computational Methods and Artificial 
Intelligence Models 

744 

(1) Find the nearest neighbor of each vector: 
1) Find the distance of each point from each of the other points, defined as   from itself. 
2) Find the shortest distance and the corresponding point (nearest neighbor). 
(2) Determine whether the class label of each vector agrees with its nearest neighbor, marked 1 and -1 

respectively. 
(3) Delete the vectors that do not agree with the class label of their nearest neighbors. 
The pruned training set can be obtained after the above 3 steps. 
The above method of pruning the training set using nearest neighbors first and then training with SVM to get the 

classifier is called NN-SVM.Compared with SVM, NN-SVM has the following advantages: 
(1) Classification correctness is expected to increase 
Due to pruning the training set, the classification boundary of NN-SVM is simplified compared to the overly 

complex classification boundary of SVM, and thus its generalization ability may be stronger and the classification 
correct rate may be higher. The experimental results confirm this idea. It can be seen that NN-SVM is an effective 
way to solve the problem of over-learning and weakened generalization ability of the classifier due to the serious 
overlapping of the two classes. 

(2) Shorter time used for classification 
After the training set is pruned, the support vectors of the classifier are greatly reduced, and the time used for 

classification is proportional to the number of support vectors, so the classification time is greatly saved. 
(3) Can be used for larger training sets 
Since the pruning process makes the larger training set smaller, NN-SVM can be applied to a larger training set 

under the same hardware conditions. 
 

II. B. 3) NN-LSVM 
Both the LSVM model and the NN model start from simplifying the size of the training set and deleting bad samples 
to achieve the purpose of improving the accuracy of Japanese dependency parsing and increasing the parsing 
speed. 

In this paper, we combine these two deletion strategies with the SVM statistical model to propose an NN-LSVM 
model for Japanese dependency parsing. 

The NN-LSVM model is specified as follows: 
(1) A training set S is obtained based on the preprocessed corpus using a block-based text-segment step-by-step 

application algorithm. 
(2) Randomly select a small portion (one-eighth of the samples in the experiments of this paper) of samples in S 

to form a small training set S1. 
(3) Use SVM to train S1 to obtain a classifier C1. 
(4) Bring each sample from the initial training set S into the classifier C1 and find the distance d from each sample 

to the hyperplane of C1. Have a threshold   for 0 1  , if 1 1d      then keep this sample, otherwise 
delete this sample. After deletion the training set S is reduced to S  . The SVM model is used to train S   to obtain 
the classifier C . Do an open test with the classifier C  to get the parsing accuracy. 

(5) Adjust the size of   and repeat the process of (4) to get S' with the highest parsing accuracy. 
(6) Use the method of NN to remove some more bad samples in S   to get the reduced set S  . 
(7) Use the training sample set ''S  of SVM to get the final classifier ''C . 
(8) Dependency parsing using the classifier ''C . 
 

II. C. Experimental results and analysis 
II. C. 1) Experimental corpus 
The Asahi Shimbun, a text corpus from Kyoto University in Japan, was used for the experiments in this paper. Part 
of the Asahi Shimbun corpus of January 10, 2023, with a total of 7,958 sentences (the number of sentences is used 
in most Japanese dependency studies) and 77,705 text sections, was used as the training corpus, and 1,220 
sentences of January 9 with a total of 12,206 text sections were used as the test corpus. These corpora have been 
processed for word separation, stanza separation, lexical annotation, morphological discrimination, and so on, and 
also for determining juxtaposition and dependency, which makes them suitable for dependency parsing, and they 
have been used in most of the studies of Japanese dependency relations. 

The commonly used dependency correctness rate and sentence correctness rate were used to evaluate the 
analysis results and are defined as follows: 
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The number of correctly identified dependencies

Dependency accuracy
Number of all dependencies

  (4) 

 
Completely analyze the number of correct sentences

Sentence accuracy
Number of sentences in the test set

  (5) 

II. C. 2) Experimental results 
(1) Dependency resolution of Japanese language based on SVM and NN-SVM 

The original model (SVM) and the improved model (NN-SVM) are used for dependency parsing respectively, and 
the results are shown in Table 1. As can be seen in the table, after increasing the number of training corpus, the 
NN-SVM model not only greatly reduces the training time, but also reduces the number of training samples that 
play a side effect on the classification, and improves the parsing accuracy.The dependency accuracy of SVM and 
NN-SVM reaches 88.11% and 89.21%, respectively. 

Table 1: SVM and NN-SVM experiment were compared 

Test item SVM SVM NN-SVM 

Quantity of training corpus (day) 1 8 8 

Dependent accuracy (%) 86.39 88.11 89.21 

Sentence accuracy (%) 41.26 46.32 47.82 

Analytic velocity (s/sentence) 0.23 1.3 0.75 

Support vector number 5362 34965 17365 

Training sample number 15063 122156 97632 

Training time(min) 4 901 124 

 
(2) Analysis of Japanese language dependency based on NN-LSVM 
The NN-SVM model analyzed above has already had a good improvement compared to the original model, so 

this paper adds the LSVM model to it to form the NN-LSVM model. 
Firstly, the threshold value   is set to 0.1 to 1.0, and when the judgment is made by using NN-SVM, if the 

distance of the test vector from the classification hyperplane is greater than  , then the judgment result of NN-
SVM will be taken as the final result. When the distance is less than  , the LSVM algorithm is used to make a 
judgment and the result of its judgment is taken as the final classification result of this vector. 

The dimension of the vector for SVM test is 33, so in this paper, we set the distance parameter d  from 0 to 33, 
so for the same threshold value  , we need to conduct 34 experiments for different values of d . 

Experimental results for different values of d  when 0.1   and 0.2  . 
The results of parsing Japanese dependency based on the NN-LSVM model are shown in Table 2. It can be seen 

that when 0.1   and the value of d  is between 27 and 33, the SVM fusion LSVM algorithm achieves a good 
result, and the text section parsing accuracy reaches 89.61%. When 0.2  , both text-section parsing accuracy 
and sentence parsing accuracy decreased. 

Table 2: Analysis of Japanese dependency relationship based on NN-LSVM 

d  
0.1   0.2   

Dependent accuracy Sentence accuracy Dependent accuracy Sentence accuracy 

1d   89.07% 47.13% 89.10% 47.33% 

5d   89.32% 47.30% 89.13% 47.34% 

10d   89.38% 47.33% 89.14% 47.41% 

20d   89.49% 47.42% 89.32% 47.44% 

25d   89.58% 47.56% 89.35% 47.48% 

26d   89.60% 47.61% 89.36% 47.59% 

27d   89.61% 48.55% 89.55% 48.01% 

28d   89.56% 48.32% 89.52% 47.97% 

29d   89.56% 48.32% 89.52% 47.97% 

33d   89.56% 48.32% 89.52% 47.97% 
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This indicates that the scope of the LSVM algorithm is closer to the classification hyperplane, and the LSVM 
algorithm is able to utilize most of the classes of the surrounding support vectors to better determine the classes of 
the tested vectors, thus improving the final parsing accuracy. 

 
The experiment proves that after pruning the training set using the NN-LSVM method, not only the size of the 

training set is reduced, but also the samples that have little, no, or even bad influence on the classification are 
deleted, and basically the good samples that play a decisive role in the classification are retained. As a result, the 
training time and the amount of memory required for training are shortened, and the parsing accuracy and parsing 
speed are improved, which makes the Japanese dependency parsing model proposed in this paper possible for 
practical application. 

III. Text touch-up techniques based on syntactic structure control 
III. A. Methods of text touch-up 
The previous section parses Japanese dependencies based on NN-LSVM, and this chapter constructs a language 
generation model in order to improve students' Japanese writing skills. In order to enable the model to model the 
logical relationship between semantics and syntax of Japanese writing-oriented texts at a deeper level, so that the 
generation results of the model have a better quality, this paper introduces the contrastive representation learning 
technique, and implements two kinds of loss functions, namely, the contrastive learning loss of semantic content 
and the contrastive learning loss of syntactic structure, by designing and implementing them, which are used to 
improve the quality of the textual representations. 

In this paper, we use an overall model structure of a semantic information encoder, a syntactic structural 
information encoder and a decoder. Denote these three components as semE , synE  and D , respectively. For a 
given Japanese writing text iY , this paper generates a sentence iX  with different syntactic structure but the same 
semantic content as it by back-translation, which is defined in this paper as an output pair ( , )i iX Y , and since the 
goal of this paper is to generate a target sentence that has the same meaning as iX  with the same meaning as 

iX  but with similar syntax as iY , so, in this paper, we firstly encode its input part iX  through the semantic encoder 
semE  to get its semantic encoding xiC , and encode its output part iY  through the semantic encoder semE  and 

syntactic encoder synE  to obtain its semantic encoding yiC  and syntactic encoding yiS  respectively. And at the 
same time, this topic labels the syntactic structure reconstructed by the model based on the semantic content as 

iZ , so this paper also needs to encode the syntactic structure of iZ  to obtain ziS . 
The model of the textual touch-up method designed in this paper that introduces contrastive representation 

learning is shown in Fig. 2. 

 Decryptor
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structure contrast

Semantic content 
contrast loss
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Figure 2: Comparison indicates learning methods 

First, as shown in Eq. (6), this paper uses the negative log-likelihood loss (NLL) as the underlying optimization 
objective: 

 
| |

1

1
( ) log

| |

iY
nll T
i t t

ti

L I y P
Y 

    (6) 

Second, this paper designs a semantic content contrastive learning loss (CCL), considering that iX  and iY  
should have similar semantic content, and their semantic content feature codes should be close to each other in 
the space of semantic features. Contrastive learning aims to minimize the distance between positive examples and 
maximize the distance between negative examples, which helps to establish this relationship of close proximity 
between similar semantics in the feature space; therefore, in this paper, we design a semantic content contrastive 
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learning loss to encode sentences with similar semantic information closer together, and encode sentences that do 
not have similar semantic information farther apart. 

Formally, for n  input-output pairs in a batch, this paper simply selects the corresponding semantic codes of iX  
and iY  as the positive examples, and the other non-corresponding semantic codes as the negative examples, 
which gives the semantic content comparison learning loss function of iX  and iY , as in shown in Equation (7) 
and Equation (8): 
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The overall semantic content comparison learning loss function is then the sum of the two terms, as shown in 
Equation (9): 

 
1

( )
i i

n
ccl ccl ccl

X Y
i

L L L


   (9) 

Meanwhile, this paper designs a syntactic structure contrast learning loss (SCL), which is similar to the semantic 
content contrast learning, considering that the target syntax iZ  generated in this paper should have a high degree 
of similarity with iY  and its syntactic structure feature encoding should be close to each other in the space of 
syntactic features. Therefore, in this paper, we design a grammatical structure comparison learning loss to bring the 
sentence encodings with similar grammatical structure information closer to each other, while pulling the sentence 
encodings without similar grammatical structure information farther away from each other. 

Therefore, formally, this paper also selects the grammatical encodings of selected corresponding iZ  should and 
iY  as positive examples, and the other non-corresponding grammatical encodings as negative examples, which 

gives the grammatical structure comparison learning loss function of iZ  should and iY  as shown in Eq. (10), Eq. 
(11) are shown: 
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The overall grammatical structure comparison learning loss function is then the sum of the two terms, as shown 
in Equation (12): 

 
1

( )
i i

n
scl scl scl

Y Z
i
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
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Finally, as shown in Eq. (13), the overall loss function can be expressed as: 

 1 2
1

n
nll ccl scl
i

i

L L w L w L


    (13) 

where 1w  and 2w  denote the weights corresponding to the loss functions of the two contrastive representation 
learning designed in this paper, respectively. 

 
III. B. Performance experiments 
III. B. 1) Experimental data set 
The datasets used in this experiment include CLUE (Japanese Language Understanding Evaluation Benchmark), 
CGED (Japanese Grammatical Error Diagnosis), and the Student Japanese Writing (SJW) dataset obtained by 
constructing.The corpus in CGED is derived from the test results of the Japanese Proficiency Examination (JPE). 
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This dataset contains different types of grammatical errors and ideally reflects the error situations faced in everyday 
writing.CLUE is the largest language understanding corpus for Japanese, in which the Japanese Wikipedia dataset 
has been selected and multilingual characters have been mixed in order to represent the complex semantic 
environment. The constructed SJW dataset is collected from the daily writing training of Japanese language majors 
in A university. For model training, 200,000 sentences were randomly selected from the SJW dataset for training in 
this paper. In the main evaluation experiment, 1,000 samples were randomly selected from each of the above 
datasets as test data. In addition, for these 1000 sentences selected from the CLUE corpus, the corresponding 
error sentences were constructed using a strategy similar to the one used to generate error sentences for policy 
network training. 

 
III. B. 2) Performance analysis 
Here, several open-source Chinese detection and error correction tools are introduced to examine the error 
correction performance of different methods.Founder detection tool, a classical technique for Chinese proofreading, 
is used to detect the number of errors in corrected sentences. The number of errors reflects the error correction 
capability of the method. Natural language processing tools from Baidu's artificial intelligence platform were also 
used in the experiments, where the language perplexity (PPL) calculation can assess the fluency of a sentence 
based on each word in the sentence, and the DNN score can assess the likelihood of each word in the sentence. 
Wherein the normalized performance values in said graphical results are calculated by ratioing the PPL and DNN 
score values with the original sentence.BLEU is a classical evaluation matrix that is widely used in the evaluation 
of translation tasks. It reflects the ability of a textual error correction method to restore a sentence to its original form 
by comparing the similarity between the corrected sentence and the original sentence as a reference. 

In the error correction performance analysis, a difficulty model called variable length run-on scenario is also 
considered, in which the two length values of the incorrect sentence and the ideal correct sentence are different. 
However, some of the existing text correction methods can only perform correction in fixed-length scenarios. 
Therefore, the following methods were adopted as a baseline for comparing the state-of-the-art methods including 
ELECTRA, ERNIE, MacBERT, and TtT as the state-of-the-art methods in variable-length correction. 

The performance test results on SJW, CLUE and CGED datasets are shown in Fig. 3 to Fig. 5, respectively. The 
embellishment method designed in this paper obtains better performance compared to the baseline on various 
evaluation metrics. This represents its ability to efficiently detect semantic errors in sentences and correct them with 
appropriate semantics. 

 

Figure 3: Performance test results on the SJW data set 
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Figure 4: Performance test results on the CLUE data set 

  

Figure 5: Performance test results on the CGED data set 

IV. Japanese Writing Classroom Teaching Practices 
IV. A. Research methodology 
We randomly selected the sophomore class (1) of Japanese majors in school A as an experimental class (42 
students, of whom 23 were male and 19 were female) and the sophomore class (2) as a control class (42 students, 
of whom 22 were male and 20 were female). 

The pre-test was conducted in April 2023 using the topic “spring trip” as the pre-test question, and the post-test 
was conducted using the Japanese essay “Vacation Arrangement” from the Japanese final examination paper of 
July 2023 as the post-test material. The pre-test and post-test materials were corrected by the same two teachers 
according to the same grading criteria. 

Teachers read each essay carefully and judged the quality of all essays on the basis of word choice, grammar, 
organization, sentence structure, and imagination. The two Japanese teachers involved in grading the essays 
utilized the above scoring method, and the scores of the pre and post-tested Japanese essays ranged from 0 to 10 
points. The scores of these two teachers' essay ratings were averaged and used as the students' Japanese essay 
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grades. Before participating in the scoring of the essays, the two teachers were trained until they reached proficiency 
in using the method. The consistency of these two teachers' scores was 0.81. 

 
IV. B. Experimental procedures 
(1) Pre-test 

A pre-test was conducted on the topic of “spring trip”. Students from both classes will be asked to describe their 
spring trip in Japanese. The score is 10 points out of a possible 800 words. 

(2) Japanese Writing Exercise 
(1) Experimental class: when the students in the experimental class conduct daily writing training, they first 

analyze the writing syntax based on the NN-LSVM model designed in this paper. Then the teacher uses the 
language generation model to touch up the students' texts, and after touching up, the logic between sentences, 
related terms, etc. are adjusted again, thus forming a comparison of the students' original texts and different texts 
modified by the model. Combined with the results of the students' syntactic analysis, the teacher gives his/her 
opinion on the modification. 

(2) Control class: the teacher of the control class still adopts the daily writing training method. By reading each 
student's writing, the teacher gives revision opinions. 

(3) Post-test 
After a three-month training period, a Japanese final exam was conducted. The essay topic was “Vacation 

Arrangement,” which required about 800 words out of 10 points. The score of the essay on the test paper is used 
as the post-test grade. 

 
IV. C. Experimental results 
(1) T-test of Japanese writing pre and post-test scores of experimental and control classes 

T-tests were conducted on the pre-test and post-test scores of Japanese writing of students in the experimental 
class and the control class to examine the effects of the syntactic analysis and language generation model designed 
in this paper on the subjects' Japanese writing scores as a whole, and the results are shown in Table 3. There is no 
significant difference between the pre-test scores of the experimental class and the control class (P>0.05), which 
indicates that there is not much difference in the level of Japanese writing between these two classes, which makes 
them suitable for a controlled experiment. And there is a significant difference (P<0.05) in the post-test scores, which 
indicates that the Japanese composition level of the two classes has widened the gap. 

Table 3: Independent sample T test of (1) class and (2) class 

 
Laboratory class Cross-reference class 

DF T P 
M SD M SD 

Pretest 4.26 2.13 4.28 2.64 1.26 -1.36 0.55 

Posttest 5.66 1.63 4.31 2.61 2.56 -0.62 0.03 

 
(2) T-test of pre and post-test scores of the experimental class and pre and post-test scores of the control class 
T-tests were conducted on the pre and post-test scores of Japanese writing in the experimental class and the 

control class to test the effect of the techniques in this paper on the Japanese writing scores of the students in the 
experimental class. The results of the tests are shown in Table 4. There is a significant difference between the pre-
test scores and post-test scores of the experimental class (p<0.05), while there is no significant difference between 
the pre-test scores and post-test scores of the control class (p>0.05). This indicates that the Japanese syntactic 
analysis and generation technique proposed in this paper has a greater contribution to the Japanese composition 
level of the students in the experimental class. 

Table 4: Independent sample T test of pretest and posttest 

 
Pretest Posttest 

DF T P 
M SD M SD 

Laboratory class 4.26 2.13 5.66 1.63 33 -5.71 0.000 

Cross-reference class 4.28 2.64 4.31 2.61 52 -0.855 0.43 
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V. Conclusion 
The study establishes an NN-LSVM-based Japanese dependency parsing model and a language generation model 
for improving students' Japanese writing. 

(1) The NN-LSVM model's text-segment parsing accuracy can reach up to 89.61%, which has higher parsing 
accuracy compared with the SVM model and the NN-SVM model, and is more suitable for Japanese syntactic 
analysis. 

(2) On the SJW, CLUE, and CGED datasets, the textual touch-up technique method proposed in this paper 
obtains better performance compared to the baseline method in various evaluation metrics. It shows that the method 
in this paper is able to better preserve the meaning of the original sentences in the process of embellishment, while 
improving the professionalism and readability of the syntactic structure of their expressions. 

(3) The students' performance was significantly improved (P<0.05) when the two methods were applied 
simultaneously in the Japanese writing training process. 

In conclusion, the two techniques proposed in this paper are more efficient in improving the quality of Japanese 
compositions and enhancing students' Japanese writing ability. 
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