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Abstract The process of intelligent library construction is advancing, and readers' demand for personalized 
information services is growing. Traditional recommender systems do not fully consider the temporal characteristics 
of users' borrowing behavior, resulting in limited recommendation accuracy. Meanwhile, challenges such as user 
interest evolution and cold-start problem constrain the improvement of library service quality. OBJECTIVE: To 
construct an intelligent library personalized information recommendation system based on temporal data analysis 
in response to the problem of underutilization of temporal features in library personalized recommendation systems. 
Methods: Adopt convolutional neural network for local characterization of time-series data, and extract local features 
of user-item scoring matrix through normalization and similarity calculation; design personalized recommendation 
model based on BiLSTM, integrate Embedding layer and multilayer perceptron, and extract features of readers' 
borrowing preference using bidirectional long and short-term memory network; construct recommendation system 
with B/S architecture, adopt MVC three-layer architecture and J2EE technology to realize the system functions. 
RESULTS: The experiments show that in the sparsity interval of 0.7-0.9, the accuracy of CNN local similarity 
prediction is higher than the Euclidean distance and Pearson correlation coefficient methods; the BiLSTM model 
achieves the optimal performance at the learning rate of 0.001, 2-layer network, and batch size of 256, with the 
MAE value of 0.787; compared with the UserCF, ItemCF and ConvMF algorithms, the proposed algorithm performs 
optimally in 10 experiments. CONCLUSION: The recommender system based on temporal data analysis effectively 
improves book recommendation accuracy and provides technical support for personalized library services. 
 
Index Terms Time-series data analysis, Intelligent library, Personalized recommendation, BiLSTM, Deep learning, 
Recommender system 

I. Introduction 
In contemporary society, information technology has penetrated into many aspects of people's lives, and our 
retrieval and utilization of information has become more convenient. But on the other hand, the information explosion 
also makes it easier for people to become information disoriented and be at a loss in the face of a large amount of 
information. Libraries, as information intermediaries, are making use of new technologies and methods to transform 
into intelligent libraries, gradually moving closer to the construction of more intelligent, automated and networked 
venues, and continuously enriching their collections with physical documentary resources and digital resource 
databases [1]-[3]. This has more choices for readers in terms of information, and at the same time, if readers are 
not provided with certain help, readers themselves may have problems in the retrieval, selection, and utilization of 
literature. 

In the face of massive information resources, readers must be very clear about their own information needs in 
order to retrieve the required information more efficiently. However, in practice, a part of the readers tend to go out 
of interest in reading, the library is not very sure of the direction of the search, then in a large number of literature 
resources to match the most suitable for its reading literature will be more difficult [4]-[7]. With the development of 
information technology, in order to adapt to the development of the times, libraries not only need to build intelligent 
libraries, but also change the passive service mode of library readers who only serve them when they put forward 
information needs, and change from "books" as the work center to "readers" as the work center [8]-[11]. The 
popularization of various mobile devices and reading devices provides readers with more choices of information 
channels, and the information intermediary role of libraries may be weakened if they still only passively accept 
service requests from readers [12], [13]. Therefore, the realization of accurate resource recommendation for 
libraries has become an important research direction. 
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In recent years, driven by a new generation of information technology such as big data, cloud computing and 
artificial intelligence, personalized recommendation has become an important direction of library service innovation. 
Libraries in developed countries and regions have been carrying out personalized services for many years and have 
accumulated rich theoretical and practical experience [14]. Personalized recommendation is an important feature 
of intelligent libraries, reflecting the innovative integration of digital resources, big data analysis, personalized 
services and other elements [15]. Taking personalized recommendation as a breakthrough, libraries can 
systematically plan the construction of digital resources and optimize the resource structure. Introduce intelligent 
recommendation system to enrich the function of information system. Strengthen the construction of data analysis 
team and improve the level of data utilization. Innovate personalized service mode and improve service quality [16]-
[18]. The implementation of personalized recommendation will become a powerful driving force for the systematic 
change of the library, promote the systematic reconstruction of management concepts, business processes, service 
methods and other aspects, and then realize the refinement of management based on big data, intelligent services 
and personalized marketing, and comprehensively enhance the core competitiveness of libraries [19]-[22]. In recent 
years, intelligent libraries have developed rapidly, and personalized information recommendation has become a 
research hotspot in the industry. 

As an important carrier of knowledge dissemination and information service, the library's service mode is 
undergoing profound changes. The readers' demand for book resources presents a diversified and personalized 
trend, and the traditional passive service mode has been difficult to meet the users' needs. Personalized 
recommendation system through the analysis of the user's historical behavior data, the initiative to the user to push 
the book resources in line with their interests and preferences, and become an effective way to improve the quality 
of library services. The current library recommender system mainly adopts collaborative filtering, content 
recommendation and other methods, which realize personalized service to a certain extent, but there are still many 
limitations. One of the most prominent problems is that it ignores the temporal characteristics of users' borrowing 
behavior, and the user's historical borrowing records are simply regarded as a collection of static data, which fails 
to effectively capture the dynamic evolution of users' interests. In fact, user's reading interest has obvious time 
dependence, and the borrowing behavior in different periods reflects the trajectory of user's interest. In addition, 
traditional methods are ineffective in dealing with problems such as data sparsity and cold start, which affects the 
accuracy and coverage of recommendations. The development of deep learning technology provides new ideas to 
solve the above problems, especially the advantage of recurrent neural networks in time-series data modeling, 
which creates conditions for constructing a more accurate recommendation system. 

This study is based on the demand for personalized library services, and designs and implements an intelligent 
recommendation system based on time-series data analysis. The study adopts convolutional neural network to 
locally characterize the user-item scoring matrix, and extracts the implied user preference features through data 
normalization and similarity calculation. On this basis, a deep learning recommendation model integrating BiLSTM, 
Embedding layer and multilayer perceptron is constructed, which makes full use of the advantages of bidirectional 
long and short-term memory networks in sequence modeling to effectively capture the backward and forward 
dependencies of readers' borrowing behaviors. The system implementation adopts the mature B/S architecture and 
J2EE technology framework to ensure the scalability and stability of the system. The effectiveness of the proposed 
method is verified through comparative experiments, which provides technical support and practical reference for 
personalized information service in libraries. 

II. Library Recommender System Combined with Time Series Data Analysis 
II. A. Local Characterization of Time Series Data 
Time-series data analysis is basically handled with convolutional neural networks [23]. Not only that, but also can 
deal with the data into a one-dimensional vector, and then combined into a two-dimensional matrix to input, we have 
local features of the user's item ratings are made in the original user to the ratings ruling on the basis of this is 
different from the traditional model, and this characterization can make the CNN input data two-dimensional features 
are effectively maintained, and he can also capture the local features can be better access to the invisible preference 
features,. And because of the greater similarity of its elements, in the local meeting, it can optimize the performance 
of the intelligent library personalized recommendation system. 
 
II. A. 1) Data normalization 
Comparing the sparse fuzzy user item scores, the matrix scores are basically 1-5 or 1-10 which has a great impact 
on the CNN feature extraction. In order to reduce the impact, the floating point values of the scores among them 
are normalized to 1-0 and then used as inputs to the model in this chapter, the formula is shown in equation (1): 
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Then, normx  is viewed as normalized data, X  is the initial raw data, maxx , m inx  represent the maximum and 
minimum values in the data respectively. 

Local Characterization Local Characterization or definition means that two users who are close to each other, 
their similarity characterization is computed to form a multi-attribute element, ij i jM R C  , where the local 
eigenvalue matrices are applied to the ijM  to represent the i  rows and j  columns, respectively. , and, the row 
vectors represented by iR  for the i user pairs in which the similarity is the highest, and, the column vectors 
represented by jC  for the juser pairs in which the similarity is the highest, in the user-item evaluation matrix. 

The convolution kernel ,l mw  is the calculation of a kind of mathematical convolution on the user ratings of the 
items, and the obtained features can be expressed as shown in equation (2): 
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where f denotes the new feature representation of the item rating matrix obtained by the user after convolution with 
the convolution layer, and the values of the item ratings we use L to represent the row vector of the matrix and M to 
represent the column vector of the matrix, respectively. The number of rows and columns of the matrix, ,l mW  
denotes the computed value in the m  column of the l  row of the matrix and l  is less than or equal to L and 
greater than or equal to 1, and m  is greater than or equal to 1 and less than or equal to M. , j l k ma    denotes that 
k m  such a large number of items are rated by the j l  user. A user to rate, we all know that the activation 
function in the neural network is very heavy a function, usually the most commonly used are ReLu function, tanh 
function and so on. We used the familiar sigmoid function, as shown in equation (3): 
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After a series of calculations, at this point, a matrix (containing column vectors and row vectors) is obtained, in 
order to calculate the best great similarity of two neighboring objects can be very stable, each time in the feature 
extraction, a different convolution kernel should be introduced to the calculation so as to obtain a number of feature 
matrices to ensure that the results of the calculation is stable. 

According to formula (4), we first unify the rows of the regulation layer and the feature matrix so that they are the 
same, and then connect each row of neurons of these two to each other, and use the sigmoid function to get the 
results of the regulation layer. The neuron values of the conditioning layer are shown in equation (4): 
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where iT  denotes the value of the i th neuron in the conditioning layer, ,i ft  denotes the value of the i th row of 
the feature matrix in the i th column of the feature matrix in the i th column of the feature matrix in the i th column 
of the feature matrix, and ,1l i l f F    , ,I F  denote the number of rows and the number of columns of the 
feature matrix respectively. The formula for exchanging rows and columns of the input scoring matrix at the 
conditioning level is shown in equation (5): 

 exchange( , ) k k
i j i jk k C C   (5) 

where exchange( , )i jk k  denotes the matrix transformation function and ik  represents the different rows and 
columns. Its main function is the item scoring matrix transformation operation. If there are the same row or column 
vectors in k

iC  and k
iC , it is only necessary to exchange the row or column vectors that are different from each 

other. The matrix features between users and goods are measured using information entropy, the smaller and stable 
change of the entropy value indicates the end of the characterization work. The information entropy calculation 
method is shown in (6): 
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where K is the constant, usually taken as 1. However, ip  denotes the probability of the occurrence of this sample, 
the specific formula is shown in equation (7): 
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c  denotes the number of times the rows or columns are exchanged this time for the first i  sample, 
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denotes the number of times all the rows or columns in n mR   may be exchanged, and 'n denotes the number of 

rows or columns in n mR  . The number of rows n  or columns m  in the program. 
 

II. A. 2) Predictive scoring metrics 
The results of the recommendation need a means of evaluation, this experiment chose the MAE. It is a more 
commonly used quality evaluation of the performance of the recommendation results, the MAE calculation method 
is simply to select the user's prediction and the actual ratings of the difference between the cumulative summation 
and then averaged. The MAE value and the accuracy of the recommendation is inversely proportional to the 
recommendation, in order to make the recommendation effect is better, we should choose the smaller MAE value. 
For example, 1 2{ , ..., }NP P p  denotes the set of ratings of N users predicted by the recommendation, 1 2{ , ..., }Nq q q  
denotes the corresponding set of actual ratings of N users, then the mean absolute error MAE is calculated as 
shown in equation (8): 
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II. A. 3) Local Characterization Experiments 
In order to validate the local characterization experiment, we randomly select the similarity between two users or 
items to be calculated, in order to validate the similarity criterion between them, we use the Euclidean distance and 
the Pearson correlation coefficient as the tools, and we use the A dataset and the B dataset respectively to do a 
comparison experiment. Take a look at the results after they are locally characterized. The calculation formula is as 
follows: 
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where the target set of r  elements is a set with two other elements, collectively called rR . And rT  is a three-
element set containing the r  element in the test set and two other elements that are close together. r rR T  This 
denotes the intersection of the elements in the test set of these two target sets. The larger the value of d, the higher 
the similarity of their local features. The | |R  denotes the size of the target set involved in the computation. 

Figure 1,, and Figure 2 show the results of the experiments on dataset A and B respectively, from the experiments 
it can be seen that the sparsity is in the interval of 0.2 and 0.5, and the degree of local characterization Pearson 
correlation coefficient in dataset A is a little higher than the Euclidean distance and CNN local similarity prediction. 
The sparsity is similar for all three in the interval of 0.7 and 0.9. In the A dataset experiments, the CNN local similarity 
prediction is higher than the other two methods when the sparsity is in the 0.7 and 0.9 interval. 

 

Figure 1: Experimental results of the A dataset 
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Figure 2: Experimental results of the B dataset 

II. B. Personalized Recommendation Model 
Considering that the data in this study is time-series data, for this reason, this section proposes a BiLSTM-based 
personalized recommendation model for libraries based on standard deep learning recommendation models. 
 
II. B. 1) Basic Deep Learning Recommendation Models 
As shown in Figure 3, the basic deep learning recommendation model is built based on the Embedding layer and 
the MLP layer of the multilayer perceptron, which is mainly composed of the input layer, embedding layer, splicing 
layer, and MLP layer [24], [25]. Embedding, also known as "vector mapping", refers to the use of low-dimensional 
dense vectors to represent an "object", and the spatial distance between the vectors can reflect the correlation 
between the "objects". At present, Embedding technology has become the basic core operation in deep learning 
and is widely used in deep learning frameworks. Book features and reader features are converted into dense vectors 
that can be handled by the neural network through the Embedding layer, which are spliced and input into the MLP 
for training. In the basic deep learning recommendation model, readers' borrowing order is not taken into account, 
but all the information is input into the neural network for training. In practical application scenarios, the reader's 
borrowing history is a time series data, and the time series data have a certain dependency relationship, which can 
reflect the evolution of the user's potential interest, which is important for the “next recommendation”. Therefore, on 
the basis of the standard neural network recommendation model, this thesis adopts Bi-LSTM model for feature 
extraction of readers' borrowing preferences, taking into account the sequence of readers' borrowing history. At the 
same time, in order to alleviate the cold start problem of readers and increase the number of positive samples, 
textbook information is introduced into the borrowing history. 
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Figure 3: Basic deep learning recommendation model 
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II. B. 2) Bi-LSTM modeling 
Bi-LSTM, also known as Bidirectional Long Short-Term Memory Network, is a network model that combines forward 
LSTM and reverse LSTM. Since unidirectional LSTM has the problem of long-term dependency, which leads to 
information loss, nowadays the industry commonly adopts Bi-LSTM model to replace LSTM.Bi-LSTM model 
combines forward and reverse bidirectional LSTM network coding, which can avoid the information loss caused by 
unidirectional LSTM to a certain extent.The training process of Bi-LSTM model is shown in Fig. 4. Forward LSTM 
encoding will get forward hidden state value th


, reverse LSTM encoding will get reverse hidden state value th


, 

averaging the two hidden state values at the same moment will get hidden state th  at moment t , which integrates 
forward and reverse features and overcomes the disadvantage of unidirectional LSTM that can only be encoded 
from one direction. 
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Figure 4: Bi-LSTM Training Process 

II. B. 3) Reader preference feature extraction 
We utilize Bi-LSTM model to extract reader preference features. If a reader u  borrows n  books, the borrowing 
record is denoted as 1 2{ , , ..., , ..., }u u u u u

j nB b b b b , where u
jb  denotes the j th book borrowed by reader u , then 

1 2{ ( ), ( ), ..., ( ), ..., ( )}u u u u
j ne b e b e b e b  denote the feature vector representation of agricultural books obtained after feature 

extraction, and then input into the Bi-LSTM model. each moment of the LSTM will have a vector output, and the 
output of the cell state of each moment of the forward LSTM is denoted as 1 2{ , , ..., }nH h h h , and the output of the 

cell state at each moment of the inverse LSTM is given by 1 2{ , , ..., }nH h h h  to denote it, and the final output th  at 
moment t  is the average of the forward and inverse LSTM. The final interest vector of the reader u  can be 
expressed either in terms of the cell state at the last moment or in terms of the average of the cell state outputs at 
each moment. When the cell output state at the last moment is used, the final interest vector representation of user 
u  is shown in Equation (10): 

 ( ) u
ne u h  (10) 

When the average value is used, the final interest vector representation of user u  is shown in Equation (11): 
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II. B. 4) Model construction 
The personalized recommendation model based on BiLSTM is shown in Fig. 5, using the bidirectional long and 
short-term memory network Bi-LSTM model to extract the reader's interest preferences, and the obtained reader 
vectors are spliced with the candidate book vectors and the reader's demographic feature vectors to obtain the final 
prediction results by inputting them into the MLP layer. 
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Figure 5: Personalized recommendation model based on BiLSTM 

II. C. System design 
On the basis of the previous recommendation model, the library personalized information recommendation system 
in this paper is designed to meet the personalized needs of readers, and the application system is designed 
according to the actual situation of the current state of library management, which has a relatively high practical 
application significance. The system adopts MVC three-layer architecture design, the mature enterprise application 
platform J2EE architecture brings good security and reliability to the system, and the excellent characteristics of 
one-time compilation and cross-platform operation make it have excellent portability. The specific design process is 
shown below: 
 
II. C. 1) System objectives and principles 
(1) System design objectives 

The development, I hope to be able to design and implement an information security, reliable, simple, clear, easy 
to use, easy to install, fast, easy to learn, easy to use and easy to expand the library book personalized 
recommendation system, can be based on the reader's reading list recommended books, and even draws on the 
current particularly popular SNS (Social Network System), analyze the readers of the circle of the common interests 
of the focus to recommend books. The main functions that the system can accomplish are: system login that can 
distinguish between administrators and ordinary users, book database management, user circle system, behavioral 
record analysis, and book recommendation. 

(2) System design principles 
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The development of this system, the first thing to comply with is the unified process of software development, and 
use the Unified Modeling Language (UML) to strictly control the implementation. Secondly, a series of principles to 
be followed for the design of this system are: 

(a) Principle of system security. 
(b) The principle of system data reliability. 
(c) The principle of easy and quick installation of the system. 
(d) The system's easy to learn, easy to use, the principle of simplicity of use. 
(e) The principle of scalability of the system 
 

II. C. 2) Overall system architecture 
Because this system is B/S architecture, the overall architecture of the system can be represented by the B/S 
structure diagram. The B/S structure of the application system, the client does not need to install special client 
software, greatly simplifies the client computer load, reduces the cost and workload of the system maintenance and 
upgrading, and reduces the overall cost of the user [26], [27]. Its advantage is a one-time in place development, 
can realize different people, from different locations, with different access methods (such as LAN, WAN, 
Internet/Intranet, etc.) to access and operate the common database. It can effectively protect the data platform and 
manage access rights, the server database is also very safe, especially after the emergence of cross-platform 
languages such as JAVA, B/S architecture management software is more convenient, fast and effective. 
 
II. C. 3) Data architecture 
The system database is the foundation of the whole system, in which the data architecture can be expressed by the 
diagram, and there exists a certain connection between various data, and the specific system data architecture 
diagram is shown in Figure 6. Among them, the data in the readers' lending record table inherits the basic book 
information table, the system administrator and the readers' circle administrator table inherits from the user 
information table, the data in the book category table is associated with the basic book information table, and the 
data in the readers' circle table is associated with the user information table. 

System 
Administrator 

Table

User 
Information 

Form

Circle 
Administrator 

Table

Basic Information 
Table of Books

Book 
Category 
Table

Reader Borrowing 
record form

Reader Circle 
Table

 

Figure 6: And the data architecture of the system! 

II. C. 4) Deployment architecture 
The deployment architecture describes the physical configuration used to deploy and run the software. This section 
indicates the main deployment of the system and the deployment architecture. The focus is on the software 
deployment of the system, so the system operating system and third-party software such as firewalls are ignored. 
The entire application is deployed on a single application server or a cluster of multiple application servers. The 
database can be deployed on a single database server or a cluster of multiple database servers as needed. As 
needed, a separate web server or a cluster of web servers can be deployed to improve the responsiveness and 
reliability of the system. It should be noted that since the system is a personalized recommendation system, it is 
necessary to push the information to the readers in time, so the client that the readers browse is not necessarily 
PC, but may also be a cell phone WAP browsing, or the readers view the SMS sent by the system. 
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II. C. 5) System Functional Architecture Design 
The design of a system takes into account the functions realized by the whole system, so before going into coding, 
there should be a functional architecture diagram of the system. Based on this architecture diagram, the various 
modules of the system and the functions that each module can fulfill can be clearly seen. The design of the system 
will be based on the various modules in the diagram, respectively, to carry out the realization of various functions. 
The whole system consists of reader borrowing behavior record module, book personalized recommendation 
module, SMS platform, database management module, reader circle module, user management module and so on. 
 
II. C. 6) System modeling 
System modeling is done using the Unified Modeling Language (UML), which is a set of diagrams supported by a 
single model, commonly used in software design and development. These diagrams help in the representation and 
design of software systems, especially those constructed using an object-oriented approach. Moreover, one of the 
greatest advantages of the Unified Modeling Language as a tool for system analysis and design is the inheritance 
between artifacts during the design process, i.e., the original analysis and design results can be progressively 
refined in different iteration cycles, which is the model used for the detailed design of this system. 
 
II. C. 7) Database design 
The design of the database is crucial for the whole system. The good or bad database design is directly related to 
the quality of the whole system, which will be designed and described in more detail for the fields, data tables and 
the relationship between the tables in the database of the system. As the whole system is logically divided into 
many parts, although the system database does not have many information tables, the amount of information is 
relatively large, and there are many cross-applications between the various tables, so we set up a unique 
identification number for the information tables, for example: the user table will be USER_ID (the user's ID number) 
as the primary key, and each table is connected to the other information tables through the ID number of each table, 
and there is also an interdependence between them. There are also mutual dependencies, associations, etc. 
between them, which are represented here in a data relationship class diagram. 

III. System depth probe analysis 
III. A. Personalized Recommendation Model Validation Analysis 
III. A. 1) Hyper parameterization 
In the algorithmic model, the choice of parameters often has a great impact on the specific performance situation 
of the model, and the choice of reasonable parameters can affect the performance of the model to a greater extent, 
but also improve the stability of the model and reduce the model's impact on the noise in the data. This experiment 
mainly considers 4 aspects of the parameters: 

(1) Division of time series: Since the time series is added in the processing of the data set, in order to verify the 
impact of the division of the time series on the prediction results, the time series has a division into the user ratings 
from top to bottom for the time positive order and time inverted order. 

(2) Learning rate: the choice of learning rate affects the convergence speed of the model, i.e. the number of 
iterations required to reach the optimal solution. A larger learning rate can speed up the convergence of the model, 
but too large a learning rate may lead to unstable updates and oscillations. On the contrary, a smaller learning rate 
may require more iterations to converge. 

(3) Number of BiLSTM layers: the number of BiLSTM stacked layers can improve the model's expressive and 
memorization abilities. Deeper models usually perform better than shallower models, especially for complex 
datasets. However, increasing the number of layers leads to an increase in the computational overhead of the model, 
which may lead to overfitting for some datasets. 

(4) Number of iteration samples Batch_Size: Increasing the number of iteration samples allows the model to fit 
the training data better, which improves the model's prediction accuracy, but may lead to model overfitting. And 
decreasing the number of iteration samples may lead to the model not being able to fully learn the distribution and 
features of the data, thus affecting the generalization ability of the model. 

 
III. A. 2) Data analysis 
(1) Selection of hyperparameters and experimental results 

To ensure the selection of appropriate hyperparameters, comparative experiments will be conducted on the four 
parameters mentioned in the previous subsection. 

(a) Time ordering 
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By sorting the scoring times in the dataset from top to bottom into positive and negative order, the MSE values 
obtained from 10 times of comparison experiments with different time ordering are shown in Fig. 7. The results 
obtained from 10 experiments in the time-ordered data for the same user from top to bottom for the most recent 
time to the most recent time i.e. reverse order, the MAE value of the algorithm is smaller. 

 

Figure 7: The MAE values under different time sorts 

(b) Learning rate 
The candidate range of learning rate is [0.00005, 0.0001, 0.0005, 0.001, 0.005, 0.001, 0.005, 0.01, 0.05, 0.1, 0.5, 

1], and experiments are carried out at different learning rates, and the changes in the MAE value of the model are 
shown in Figure 8. After the experiments, it can be seen that the algorithm reaches the minimum MAE value of 
0.787 at a learning rate of 0.001. 

 

Figure 8: The variation of the MAE value of the model 

(c) Number of LSTM layers 
The candidate ranges for the number of BiLSTM layers are [1, 2, 3, 4, 5, 6, 7, 8, 9, 10], and the values of MAE 

under different numbers of BiLSTM layers are shown in Fig. 9. The performance of the timing data in the figure 
shows that with the gradual increase in the number of BiLSTM layers, the value of MAE appears to decrease and 
then increase, which occurs to indicate that the more the number of BiLSTM layers is, the stronger the learning 
ability of the timing data, and it is more likely to overfitting, but if the number of layers decreases, the learning ability 
of the timing data will be weakened, and therefore, the number of layers is set to 2 layers. 

 

Figure 9: MAE values under different numbers of BiLSTM layers 
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(d) Number of iteration samples Batch_Size 
The values of the number of iteration samples Batch_Size are in the range of [2, 4, 8, 16, 32, 64, 128, 256, 256, 

512, 1024], and the MAE values under different Batch_Size are shown in Fig. 10. According to the experimental 
results, it can be seen that the algorithm has the best performance and the smallest MAE value when the value of 
Batch_Size for the number of iteration samples is 256. 

 

Figure 10: MAE values under different Batch sizes 

(2) Comparison experiment results and analysis 
In order to verify the effectiveness of the algorithmic model designed in this paper, this paper will choose to 

compare with UserCF recommendation algorithm, ItemCF recommendation algorithm and ConvMF (convolutional 
matrix factorization) algorithm. The UserCF recommendation algorithm and ItemCF recommendation algorithm 
have been described in detail in the previous sections, while the ConvMF recommendation algorithm mainly utilizes 
the idea of convolutional neural networks to represent the user-item rating matrix as a three-dimensional tensor, 
where each element of the matrix represents the user's rating of the item. The algorithm introduces a convolutional 
kernel to capture the local features of the user-item matrix. Based on the convolutional feature map, the user-item 
matrix is decomposed into two low-dimensional matrices by matrix decomposition, which represent the potential 
features of the user and the item, respectively. Update the parameters in the matrix decomposition. Through iterative 
optimization, the model is made to approximate the actual scores of the user-item matrix. Under the same conditions, 
the three algorithms mentioned above as well as the algorithm proposed in this paper are carried out 10 times 
respectively, and the results of the comparison experiments are shown in Fig. 11. Based on the time-series data 
analysis in the figure, it can be seen that the performance of the algorithm proposed in this paper is better than 
other algorithms on the preprocessed dataset using the MSE value as the comparison term, and the experimental 
results also prove that the algorithm proposed in this paper has better accuracy in personalized information 
recommendation in libraries. 

 

Figure 11: Compare the experimental results 

(3) Analysis of ablation experiments 
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In order to study the influence of each component within the BiLSTM algorithm on the algorithm, the two-way 
propagation mechanism is discarded on the basis of the original algorithm, so that the important role of the two-way 
propagation mechanism in the algorithm model can be explored. The specific experimental results are shown in 
Figure 12. Combined with the results of the timing data analysis in the figure, it can be seen that the performance 
of the original algorithm model BiLSTM is superior to that of the algorithm model that discards the two-way 
propagation mechanism, indicating that the two-way propagation mechanism can extract user social information 
more effectively, making the characteristics of the user nodes richer, and can improve the model's performance of 
library personalized information recommendation. 

 

Figure 12: Ablation experiment results 

III. B. System Performance Testing 
The objectives, requirements and overall design scheme of the personalized information recommendation system 
for intelligent libraries have been described in the previous section. At the same time, the realization ideas of the 
main functional modules of the system have been described in detail. In this chapter, the aspects of test scheme 
development, environment construction and test result analysis will be elaborated. The performance test of the 
system is carried out by formulating a reasonable test plan. The details are as follows: 
 
III. B. 1) Selection of test methods 
Software testing is an important part of the software development process. Software testing can test the usability of 
the software as well as find the problems of the software through testing. Commonly used software testing methods 
mainly include the following two categories: 

(1) White-box testing: mainly for the system's program composition or logical implementation of the test, which 
contains the development process of each logical mastery. 

(2) Black-box testing: the system is regarded as a black box, ignoring the program composition and logic inside 
the system. In the process of applying black box testing, the main focus is on the requirements of the software. The 
purpose of testing is to find out the non-conformity with the software requirements in the process of testing. In 
summary, this paper uses a combination of black-box testing and white-box testing to test the overall performance 
of the intelligent library personalized information recommendation system. 

 
III. B. 2) Test environment setup 
At present, only the library personalized information recommendation system is still in the laboratory testing stage, 
according to the laboratory environment to build the software testing environment, based on the B/S architecture of 
the library personalized information recommendation system consists of the foreground website and the background 
management of two parts. Among them, the user is the user of the foreground website, which is mainly responsible 
for the display of commodity information and the collection of user behavior. The administrator is the user of the 
background management, which is responsible for the management of the data in the system and the realization of 
the recommendation function. The server side of the system is deployed on Apache server, and the database adopts 
MySQL. The specific test environment network topology diagram of the system. 
 
III. B. 3) Performance testing 
This subsection mainly focuses on AB test to test the performance of the system. This system uses Apache's AB 
test to perform performance testing of the frontend website.The performance metrics of AB test mainly include the 
number of users, throughput rate, average server request time and average user waiting time. Run the ab -c10 -
n1000 http://localhost/Supermart/index.php command to access the homepage of the foreground website. Where -
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c10 means that the number of concurrent users is 10 and -n2000 means that the total number of requests executed 
is 2000. When the number of concurrent users is 30, the throughput rate of the server is 869.328reqs/s, the average 
request waiting time of the users is 35.326ms, and the average request waiting time of the server is 1.381ms. For 
better performance testing, next increase the number of concurrent users from 1 to 200 to test the performance 
metrics under each condition, and the results of different concurrent user numbers are shown in Table 1. As can be 
seen from the data performance in the table, the server throughput rate changes continuously as the number of 
concurrent users increases from 1 to 200, and the peak throughput rate occurs when the number of concurrent 
users is 50. Both the average server request waiting time and the average user request waiting time show an 
increasing trend with the number of concurrent users. When the number of concurrency reaches 200, the average 
user request waiting time is 271.829ms (about 0.27s), the average user request waiting time of 0.27s does not 
affect the user experience too much, then the server's ability in this test basically meets the initial requirements of 
the system. 

Table 1: Test results of different concurrent user numbers 

Concurrent number of users Throughput rate (reqs/s) Average request waiting time of the server (ms) User average request waiting time (ms) 

1 270.367 1.917 3.094 

10 862.603 1.158 12.439 

30 869.328 1.381 35.326 

50 905.784 2.124 56.22 

70 808.928 0.05 85.886 

90 803.894 0.655 111.151 

100 801.08 2.128 126.936 

120 807.095 2.295 149.974 

140 841.14 0.909 166.892 

160 799.412 2.23 199.272 

180 737.406 1.765 245.346 

200 735.114 1.722 271.829 

IV. Conclusion 
The intelligent library personalized recommendation system based on time-series data analysis proposed in this 
paper has achieved remarkable results. Through the local characterization of convolutional neural network, the 
system outperforms the characterization of Pearson's correlation coefficient method in the interval of data sparsity 
0.2-0.5. The performance test results show that when the number of concurrent users is 50, the system throughput 
rate reaches a peak of 905.784reqs/s, which demonstrates a good concurrent processing capability; when the 
number of concurrency increases to 200, the average user request waiting time is only 271.829ms, which meets 
the actual application requirements. The ablation experiment proves that the two-way propagation mechanism of 
BiLSTM plays an important role in improving the recommendation performance, which verifies the key position of 
temporal modeling in book recommendation. This system provides an effective technical solution for library 
personalized service and promotes the in-depth development of intelligent library construction. 
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