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Abstract The integrated process planning and scheduling problem is a key aspect in manufacturing systems. This 
paper investigates the integrated process planning and scheduling integration problem based on nonlinear process 
planning. The study adopts particle swarm optimization algorithm, designs a new flexible scheduling method based 
on “cursor”, and uses the particle coding method integrated with the process to realize the simultaneous optimization 
of the integrated process planning route and scheduling. The experimental results of the algorithm show that, 
compared with the genetic algorithm, the proposed particle swarm optimization algorithm completes the 
convergence of the two objective functions of completion time and makespan in 59 and 55 iterations, respectively, 
with the convergence values of 355.32 s and 620.75. In the tests of 10 problems of different sizes, the average 
value of the IGD of this paper's algorithm is always within 300, which proves that the nondominated frontier obtained 
by it is closer to the true frontier. The rescheduling experiments under dynamic events show that the Best makespan 
results sought by the particle swarm algorithm are reduced by 2.32%-10.26% and the average makespan is reduced 
by 4.40%-10.38% compared with that of the genetic algorithm. It is shown that the integrated process planning and 
scheduling integration method based on particle swarm optimization proposed in this paper has better convergence 
in solving the two sub-problems of process route planning and batch scheduling sequencing, and is able to optimize 
the production process of the plant more effectively. 
 
Index Terms Particle swarm optimization algorithm, Integrated process planning, Scheduling integration, Flexible 
process, Multi-objective optimization, AND/OR network diagrams 

I. Introduction 
Process planning and shop floor scheduling are two important components of flexible manufacturing systems. The 
former plans the production process based on the processing characteristics of the product, identifies the 
manufacturing resources available for production, and determines the processing sequence based on the cost-
effectiveness metrics so that raw materials can be converted into products [1]-[3]. The latter is used to determine 
how to allocate the operations of all jobs to shop floor production resources under constraints such as time feasibility 
and resource availability [4]-[6]. Process planning and shop floor scheduling have different functions in a 
manufacturing system, and although they are usually executed in a sequential manner, they influence and constrain 
each other [7], [8]. Since the real-time feasibility of scheduling the shop floor is not considered in the process 
planning stage, the objective functions of the two are not optimized in a coordinated manner. Therefore, the “optimal” 
process route from process planning is not “optimal” in production, and the allocation of machines and resources 
by this process route often fails to achieve the desired optimal allocation [9]-[12]. It can be seen that the metrics of 
the process planning system are not effectively optimized due to the resource constraints of the scheduling system 
[13]. In addition, scheduling production for the information generated after the implementation of the process 
planning strategy cannot be fed back to the process planning system for improvement [14]. Therefore, the integrated 
production process planning and scheduling problem allows process planning to design all feasible process routes 
for each workpiece, and scheduling to prefer and develop an optimal integrated scheduling plan for each designed 
process route by weighing the constraints and based on the real-time state of the shop floor [15]-[17]. This enables 
the selection of appropriate production routes according to the actual situation of the production process, thus 
effectively eliminating resource conflicts and improving the performance of the manufacturing system [18]. 

In the modern manufacturing environment, integrated process planning and scheduling integrated optimization 
of processes is an important means to improve the overall efficiency of the manufacturing system. The key problem 
faced in current factory production is how to find a suitable machining method for the workpiece to optimize the 
specific performance of process machining. The effective solution of the process planning and scheduling problem 
is of great significance to improve the production efficiency of the enterprise and to respond to changes in market 
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demand. The integrated process planning and scheduling optimization mode of traditional processes mostly focuses 
on the local optimization of the process planning system, with a low degree of overall integration and a lack of in-
depth integration of intrinsic functions. This separated optimization method cannot fully consider the mutual 
influence between process planning and scheduling, which limits the overall effect of optimization. The nonlinear 
process planning model, as a production model based on static manufacturing, is conducive to finding the global 
optimal solution by generating all possible process routes and selecting the most suitable process route according 
to specific workshop resources. Flexible process route planning is able to provide a variety of alternative machining 
choices, such as process routes with the same machining characteristics and different equipment that can 
accomplish uniform machining tasks, given the resources, which plays a very important role in improving the 
flexibility of the workpiece production process and the ability to deal with unexpected events. In process route 
planning, AND/OR network diagram can visually express process flexibility, clearly distinguish “or” relationship and 
“with” relationship, and effectively describe complex process structure. As an intelligent optimization method, particle 
swarm optimization algorithm has the advantages of simple implementation and high computational efficiency, and 
shows better performance in solving the integrated problem of process planning and scheduling. Based on the 
above understanding, the study in this paper focuses on how to realize the integrated optimization of integrated 
process planning and scheduling by particle swarm optimization algorithm. 

In this study, the integrated process planning and scheduling integration problem model is first established, and 
the constraints and optimization objectives of the problem are clarified. Then, an integrated process planning and 
scheduling optimization algorithm based on particle swarm optimization is proposed, which adopts a particle coding 
method that integrates the process planning route composition and batch scheduling sequencing, and improves the 
traditional particle velocity expression. In order to improve the decoding efficiency, a gap insertion decoding method 
suitable for multi-objective scheduling is designed. The advantages of the proposed algorithm in terms of 
convergence and decoding quality are verified through comparison experiments with the genetic algorithm. 
Meanwhile, a series of dynamic events are constructed to test the rescheduling results and evaluate the 
performance of the algorithm in complex dynamic environments. 

II. Study on the integration of integrated process planning and scheduling 
Traditional integrated optimization of integrated process planning and scheduling for processes is mostly just some 
degree of optimization of the process planning system, with a low total integration scale and lack of much intrinsic 
functionality fusion. This paper investigates the integrated process planning and scheduling problem based on 
nonlinear process planning. 

 
II. A. Integrated Planning and Scheduling Integration Problem Description 
The main purpose of integrated process planning and scheduling integration is to optimize the processing through 
the integration of production processes. The nonlinear process planning model is a production model based on 
static manufacturing. It is defined as follows: n workpieces will be processed on m machines, where each workpiece 
contains different processes, there will be a certain processing sequence of these processes, and each process 
can be processed on different machines and equipment with different processing times. The objective of the 
integrated planning and scheduling problem is to find a suitable processing method for each workpiece that 
optimizes some specific performance of the process. 

Non-linear process planning is characterized by generating all possible process routes, and then selecting the 
most suitable process route based on specific shop floor resources, this method is conducive to finding the optimal 
process route. 

Flexible process route planning refers to the fact that in the case of a given resource, many parts of the product 
processing process can be replaced, such as process routes with the same processing characteristics and different 
equipment that can accomplish uniform processing tasks. Process route and processing equipment flexibility, to 
improve the flexibility of the workpiece production process and the ability of production staff to deal with emergencies 
has a very important role. 

In this paper, we use AND/OR network diagram, which is an intuitive expression of process flexibility, to describe 
the flexible process. Among them, OR is the meaning of “or”, meaning that the parallel processes under the node 
are equivalent and replaceable, and any branch can complete the task at the node. A parallel process route branch 
node that does not have the word OR is an AND node, i.e., “with”, meaning that different process routes under the 
node are executed, but there is no strict prioritization structure between the processes on the different branches. 
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II. B. Modeling the process planning and scheduling integration problem 
Suppose that the factory produces a batch of products with a total number of orders (tasks, workpieces) of n, and 
the set of orders is 

1 2, ,..., nJ J J J . Each order can be completed by a different process, if the number of processes 

to complete the order 
iJ  is 

iR , then let , ( 1, 2,...., ; 1, 2,..., )i j iPr i n j R   denotes the j th process of the order 
iJ . 

Each process consists of a number of different processes, noting that the k   process of ,i jPr   is denoted as 

, ,( 1,2,..., )k
i j i jO k JN , ,i jJN  being the number of processes contained in the process ,i jPr . The same process can 

be processed on different machines and equipment, but it takes different times to process the flowers on different 
machines and equipment. Denote the set of machines and equipments to complete the process 

,
k
i jO  as 

,
k
i jM , the 

set of machines and equipments contained in 
,
k
i jM  is 

,
k
i jm , and the set of times corresponding to 

,
k
i jM  is 

,
k
i jP . 

The plant facility layout, material handling and pre-processing are not taken into account. The goal of the algorithm 
is to provide the decision maker with a complete process plan and scheduling solution (including the sequence of 
process operations, operating equipment, and operating times in the process plan) based on the task list, with the 
shortest possible time to complete the task. 

The following assumptions need to be made in order to easily describe the system model for process planning 
and integrated scheduling: 

(1) The different workpieces are independent of each other, are not interconnected, and have no priority. 
(2) Each machine and equipment can only process and handle one workpiece in its work. 
(3) Different processes of the same workpiece cannot be processed at the same time. 
(4) No interruptions are allowed once any process has begun. 
(5) Machines and equipment are idle and initially, all workpiece tasks are executable. 
(6) The transfer time between processes is zero, i.e., there is no transfer operation. 
(7) There is no correlation between the preparation time of the processes and the machining sequence, and it is 

assumed that the preparation time of the processes is included in the machining time of the processes. 

III. Integrated process planning and scheduling model based on particle swarm 
optimization 

III. A. Particle Swarm Optimization Algorithm 
The standard particle swarm optimization algorithm [19], [20] is an intelligent optimization algorithm inspired by the 
foraging behavior of a flock of birds, which may forage individually or in groups, such that the foraging behavior is 
completely random. The position of each individual bird in the flock is also random, some individuals are in a better 
position, while some individuals are in a less than ideal position. Therefore, the individuals in the flock of birds can 
be regarded as each individual particle, and containing m  individual particles is a population, and the whole particle 
swarm algorithm can be regarded as operating in a D-dimensional search space. Each individual particle can also 
be regarded as a D-dimensional vector, which can be used as 

,1 ,2 ,( , ,..., )t t t t
i i i i DX X X X  to represent the position of 

the i  th individual particle at the t  th moment, which can be represented by 
,1 ,2 ,( , ,..., )t t t t

i i i i Dv v v v   to denote the 
velocity of the individual particle, ( 1, 2,..., )i m . Denote the historical best position of the i th particle individual in 
the population as *

ip , and the historical best position of all particle individuals within the population as 
bg . The 

positions and velocities of particle individuals in each generation are represented as follows: 

 1 1 1 2 2

1 1

( ) ( )t t b i b t

t t t

v v c r p X c r g X

X X v



 

    
  

 (1) 

Where    is the inertia factor, 
1r   and 

2r   are random numbers between [0, 1], 
1c   is the cognitive learning 

factor, 
2c  is the social learning factor, both of which are constants, and 

1 2c c c  . 
Particle swarm algorithm is an algorithm with simple and understandable steps, and its operation process can be 

roughly divided into 7 steps as follows: 
Step 1: Initialization. Randomly generate a swarm of particles, each representing a possible solution in the 

solution space. Each particle has its own position and velocity. 
Step 2: Calculate particle fitness. Calculate the fitness (or known as the objective function value) of each particle 

and evaluate its performance at the current position. 
Step 3: Update the individual optimum. For each particle, compare the particle fitness and take the current position 

as the individual optimum. 
Step 4: Update the population optimum. Select the global optimum from the individual optimums of all particles. 
Step 5: Update particle velocity and position according to Eq. 
Step 6: Update the individual optimum and population optimum. Recalculate the fitness of each particle based on 

the new position and update the individual optimum and population optimum. 
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Step 7: Terminate. If the stopping condition is satisfied (e.g., the maximum number of iterations is reached), the 
algorithm ends, otherwise return to step 5. 

 
III. B. Integrated Planning and Scheduling Optimization Algorithm Flow 
This paper adopts a multi-objective optimization algorithm based on particle swarm algorithm, in which a new flexible 
scheduling method based on “cursor” is adopted, and a particle coding method integrated with the process is used. 
The algorithm can optimize the process integrated planning route and scheduling at the same time. Integrated 
planning and scheduling optimization algorithm flow is shown in Figure 1. 

(1) Coding 
The appropriate particle coding method can not only visualize the solution problem, but also facilitate decoding 

and easy to realize the update of particle velocity and position. Flexible process integrated planning and scheduling 
contains two subproblems: route planning and batch scheduling sequencing. In order to accomplish the two 
subproblems solving at the same time, this paper adopts a particle coding method that integrates the two 
subproblems. The encoding consists of two parts, the first part indicates the composition of the process planning 
route, and the second part indicates the scheduling order of each batch. 

(2) Particle velocity 
In order to solve the problem in this paper, the traditional particle velocity expression is improved as follows: 

 ( 1) 1 2

3 ( )

( )( ) ( )( )

( )( )
tinpot inpot inpot inpot inpot

i npot inpot

v rand c rand x rand c p x

rand c arc x




   

 
 (2) 

 ( 1) ( )int( ) int( ) int( )i t it it it i t itv v p d arc d       (3) 

where ,inpot itp p  are respectively an uncontrolled position of the variables ,x d  in the particle i , which is selected 

from the archive of the particle during the calculation. ( ) ( ),i npot i tarc arc   denote the global optimal position of ,x d  

in particle i  , respectively, selected from the global archive. 
1 2( ), ( )rand c rand c   and 

3( )rand c   are 0, 1 integers 

randomly generated by the influence of 
1 2,c c  and 

3c , respectively, and int() is a -1, 1 integer affected by the value 

of the symbols in the parentheses, if the value greater than 0 then int() is 1, if less than 0 then -1. 
(3) Decoding 
Decoding is performed separately for the front and back parts, and for the front part, the batch size of the 

integrated planning path for each flexible process can be calculated. When decoding the latter part, the decoding 
is performed according to the gap-insertion decoding method. Processing sorting according to the batch, when 
calculating the completion time of the process, if it is the same type of workpiece as the previous process of a 
machine, the batch start time of the process is ignored, otherwise the batch start time of the process must be taken 
into account. 

In order to improve the efficiency of decoding and reduce the search space of the problem, this paper designs a 
gap-insertion decoding method suitable for multiobjective scheduling. Assuming that a multi-objective scheduling 
problem has n  optimal scheduling objectives, the particles adopt the process-based encoding method, and the 
weight coefficients of each objective of particle i  are 

inw . The process o  in particle i  can be machined on m  

machine tools, and the time required is 
it  respectively. The 

mp  processes have been scheduled on machine m , 

and the starting machining time of each process is pmst  and the ending time is pmct . When decoding, for each 

machine, from the moment when process o  can be processed to the moment when the last process in the machine 

queue is completed, it is judged whether process o  can be inserted into each idle gap in turn. If it can, the process 
is inserted in the idle. Otherwise, the process will be placed at the end of the machine queue. The condition that 
process o   can be inserted into idle p   is ( 1)max( , )pm o i p mct pt t st     where 

opt   is the machinable moment of 

process o . After obtaining the insertion position of process o  on machine m , the start and completion times of 

process o  if machine m  is selected for machining are calculated, and each optimization objective corresponding 

to the scheduling scheme is calculated. Using the formula 
max max min

1

( )/ | |
N

m in n mn n n
a

F w f f f f
  



    Calculate the 

adaptability of the machining scheme of process o   on machine m  , where _ maxnf   is the maximum value of 

machining target n  on different machines and _ minnf  is the minimum value of machining target n  on different 

machines. Finally, the machine with the largest fitness value is selected as the actual machining machine, and the 
machining pairs of each machine are updated. Decode the next process until the decoding is complete. 
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Fix the value of variable 
d in each particle

Output result t = t + 1

End

N

 

Figure 1: Comprehensive planning and scheduling optimization algorithm process 

IV. Analysis of examples 
IV. A. Verification of the convergence of the objective function of the PSO algorithm 
In order to verify the effectiveness of the particle swarm optimization (PSO) algorithm, genetic algorithm (GA) [21] 
was chosen to simulate and optimize the integrated problem of process planning and scheduling integration of the 
process in MATLAB programming software. The parameters of particle swarm optimization algorithm are set as 
follows: the initial population size is 100, the inertia weight is 0.8, the acceleration constant c1=c2=1, and the 
maximum number of iterations is 200. The parameters of the genetic algorithm are set as follows: the initial 
population size is 100, the crossover probability is 0.90, the variance probability is 0.001, and the maximum number 
of iterations is 200. 

After simulation experiments, the convergence curves of the two optimization objective functions of the integrated 
process planning and scheduling integration problems are shown in Figs. 2 and 3, respectively. Among them, the 
integrated process planning problem selects the completion time as the objective function, while the scheduling 
problem selects the scheduling efficiency index makespan as the objective function. As can be seen from the figure, 
the PSO algorithm for the completion time and makespan two objective functions, respectively, in the iteration of 59 
times and 55 times to complete the convergence, the convergence value of 355.32s, 620.75, while the GA algorithm 
iterated to 70 times later, the completion time and makespan only converge one after another. The PSO algorithm 
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selected in this paper has better convergence and the algorithm converges to a better solution, proving that the 
algorithm is feasible for solving the optimal integrated process planning and scheduling integration problem. 

 

Figure 2: The integrated process planning target function is solved 

 

Figure 3: The scheduling target function is solved 

In order to verify the effectiveness and superiority of the present PSO algorithm, it is compared with the GA 
algorithm, and the results of the Pareto frontier distribution are obtained as shown in Fig. 4. Due to the instance 
size limitation, intuitively, the distribution of non-dominated solutions derived by the PSO algorithm occupies a better 
position in the lower left corner of the GA algorithm, and the shortest completion time and makespan obtained are 
lower than those of the GA algorithm, which indicates that its search space is larger. Meanwhile, there are more 
infeasible solutions in the Pareto solution set of the GA algorithm that do not satisfy the processing order constraints, 
whereas the solution set of the PSO algorithm is full of feasible solutions that have been constrained to be tested 
and corrected. 

 

Figure 4: The Pareto frontier distribution results 
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IV. B. Evaluation of the effectiveness of the algorithm under different problem sizes 
In order to test the effectiveness of this paper's algorithm on problems of different sizes, artifacts are randomly 
selected from 8 artifacts to form 10 problems of different sizes, and the same artifacts appear in problems 2 to 10. 
The algorithm of this paper is compared with the GA algorithm on 10 problems of different sizes. Each size of 
problem is tested 10 times, and the optimization performance of the algorithm is measured by Inverse Generation 
Distance (IGD), which is calculated as follows: 

 
*

( *, ) ( , ) / *
v P

IGD P P d v p P


   (4) 

where, *P   is the PF   found by the algorithm, P   is the real PF   of the algorithm, ( , )d v p   is the smallest 
Euclidean distance between one of the solutions in the *P , v  and P , and *P  is the number of *P . In this 
paper, smaller IGD values represent better results. 

The average IGD values for 10 test algorithm comparisons are shown in Figure 5. As can be seen from the figure, 
the average IGD values of the experimental results of this paper's algorithm on Problems 1 to 10 all exhibit the 
smallest values, staying within 300. It indicates that the nondominated frontier obtained by this paper's algorithm is 
closer to the real nondominated frontier. As the problem size increases, the gap between the algorithm and the GA 
algorithm is more obvious, indicating that the algorithm proposed in this paper is more effective in solving the 
problem of integrated process planning and scheduling problems with a large problem size. The nondominated 
solutions obtained by the algorithm in this paper are feasible solutions and can guide the actual production. 

 

Figure 5: The IGD average compared to 10 test algorithms 

IV. C. Example Analysis of Integrated Process Planning and Scheduling Problems 
In order to verify the performance of the method proposed in this paper for solving the process integrated process 
planning and scheduling problem, a series of dynamic events are constructed to test the rescheduling results. The 
constructed dynamic events are as follows: 

(1) Workpiece 1 arrives at 30 moments. 
(2) Workpiece 2 arrives urgently at 90 moments. 
(3) Machine 1 fails to be available at 100-150 moments. 
(4) Machine 2 fails to be available at time period 150-200. 
(5) Workpiece 3 arrives at 150 moments. 
(6) Machine 3 is fault unavailable in the 200-250 time period. 
In order to highlight the advantages of the algorithm selected in this paper, the GA algorithm is chosen to compare 

with the PSO algorithm, and the evaluation index of scheduling efficiency used is makespan. The simulation 
program is run for five times, and the optimization results of the process planning and scheduling of the process 
synthesis obtained by the calculation are shown in Table 1. 

With makespan as the target, the Best makespan results obtained by applying the PSO algorithm are reduced by 
2.32%-10.26% compared to GA. the average makespan results of the 10 calculations, obtained with the PSO 
algorithm, are reduced by 4.40%-10.38% compared to GA. In addition, the average completion time obtained under 
different dynamic events is reduced by 0.71%-9.47% for the results obtained with the PSO algorithm compared to 
GA. The above results analyze that the PSO algorithm chosen in this paper has better search performance than 
GA algorithm. 
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Table 1: Process scheduling efficiency 

Algorithm 

PSO GA 

Best 

makespan 

Average 

makespan 

Mean completion 

time (s) 

Best 

makespan 

Average 

makespan 

Mean completion 

time (s) 

Rescheduling 

frequency 

0 421 424.1 514.7 431 443.6 518.4 

1 434 449.3 538.4 457 473.3 547.7 

2 450 457.8 544.5 479 499.8 579.5 

3 516 519.1 545.6 531 556.7 582.9 

4 542 550.4 547.9 571 582.5 594.1 

5 583 591.1 547.9 611 624.6 602.7 

6 612 622.2 547.9 682 694.3 605.2 

 
The Gantt chart results for the integrated process planning and scheduling problem are shown in Figure 6. The 

horizontal axis in the figure represents the time span and the vertical axis represents the process machine task 
items. From the figure, it can be seen that the PSO algorithm can reasonably optimize the process planning of each 
machine task item and schedule the corresponding span of time to ensure the timely completion of the task. 

 

Figure 6: Gantt chart of the comprehensive process planning and scheduling 

V. Conclusion 
The particle swarm optimization algorithm shows superior performance in the integrated process planning and 
scheduling integration problem for process synthesis. Experiments show that the particle swarm algorithm can 
converge to a better solution more quickly than the genetic algorithm, reaching convergence in 59 and 55 iterations 
for the completion time and makespan objective functions, respectively, while the genetic algorithm requires more 
than 70 iterations to achieve convergence. Evaluating the optimization performance of different scale problems by 
IGD index, the particle swarm algorithm maintains the minimum IGD value in all 10 test problems, which is stably 
controlled within 300, proving that the non-dominated frontier it obtains is closer to the real non-dominated frontier. 
Especially in large-scale problems, the advantage of particle swarm algorithm is more obvious. In the dynamic event 
test, the average completion time of the particle swarm algorithm is 0.71%-9.47% lower than that of the genetic 
algorithm, and it maintains a better stability in the case of increased rescheduling frequency. The flexible scheduling 
method based on “cursor” and the particle coding strategy integrated with the process proposed in this paper 
effectively solves the two sub-problems of process route planning and batch scheduling sequencing, and the 
improved gap-insertion decoding method improves the decoding efficiency. The results of the Pareto frontier 
distribution verifies that the nondominated solution set obtained by the particle swarm algorithm is of high quality 
and feasible, which is able to guide the actual production effectively. The integrated process planning and scheduling 
Gantt chart results visually demonstrate the ability of the method to reasonably optimize the process machine task 
items. 
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