
International Journal for Housing Science and Its Applications 
Publish August 6, 2025. Volume 46, Issue 3 Pages 8159-8169 

8159 

 
https,//doi.org/10.70517/ijhsa463697 
 
 

A Study on the Application of Automation Technology to 
Improve the Efficiency of Civil Engineering Project 
Management 
Yongming Zhou1,* 
1 Guangxi Transportation Industry Co., LTD., Nanning, Guangxi, 530000, China 

Corresponding authors: (e-mail: 17776263546@163.com). 
 
 

Abstract The scale of modern civil engineering projects has been expanding, and traditional management 
methods have been difficult to meet the dual requirements of efficiency and safety. This study explores the 
application of automation technology in civil engineering project management and constructs an unsafe behavior 
identification model based on deep learning. Through the integration of on-site monitoring system and schedule 
control technology, it realizes accurate quality management and safety risk warning of engineering projects. The 
study designs an unsafe behavior recognition model based on CNN-LSTM, which combines the Inception-v3 
framework to extract spatial features, and captures temporal dynamic features through a two-layer LSTM network 
to realize the intelligent recognition of workers' unsafe behaviors. The experiments use UCF-101 public dataset 
and self-constructed construction site dataset for model training and validation, and the results show that the model 
has a recognition accuracy of 94.52% on the UCF-101 dataset, with a computational complexity of 8.28G, and a 
parameter count of only 6.16M, which is a 5%-11% increase in the average accuracy value compared with that of 
the traditional methods. In actual engineering applications, the system collected more than 1,200 pieces of 
information on personnel's “three violations” in one year, effectively reducing the incidence of unsafe behaviors on 
site. The study proves that automation technology combined with deep learning model can effectively improve the 
safety management efficiency of civil engineering projects and provide technical support for intelligent supervision 
of engineering. 
 
Index Terms automation technology, civil engineering, project management, CNN-LSTM model, unsafe behavior 
recognition, deep learning 

I. Introduction 
Civil engineering construction is developed along with the development of human society, which directly responds 
to the development of the current society's economy, culture and science and technology, etc. [1]. In recent years, 
with the booming development of the construction market, the society has also put forward higher requirements for 
civil engineering construction. More and more new technologies, new materials, new techniques, new institutions 
are integrated into the modern civil engineering industry, the shape of the building, institutions, construction 
techniques, etc. are changing day by day, and the scale of the building is getting bigger and bigger, the structure is 
getting more and more complex, and the form is getting more and more diversified [2]-[5]. 

With the current development trend of civil engineering, the application of project management in civil 
engineering building construction is also more and more extensive and comprehensive [6], [7]. Through strict 
project management work, it can macroscopically coordinate the resource allocation of each project and improve 
the efficiency of resource use [8], [9]. It can be seen that project management work is an effective guarantee for 
civil engineering construction to achieve economic and social benefits [10]. 

However, civil engineering construction project management, as a complex production activity, involves 
numerous human, material and technical issues, in order to be able to ensure the smooth progress of the whole 
project, it is necessary to carry out scientific management of geotechnical engineering in order to improve the 
efficiency of civil engineering project management [11]-[13]. Based on this, the introduction of automated 
computing in the process of civil engineering project management can not only improve the utilization efficiency of 
resources, but also effectively control the environmental pollution problems at the construction site. 

Currently, the civil engineering field is experiencing profound digitalization changes, and the complexity and 
scale of engineering projects continue to grow, which puts forward higher requirements for management efficiency 
and safety and security. Traditional project management methods rely on manual empirical judgment and paper 
document records, which have obvious limitations in information transfer, resource deployment and risk prediction. 
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Information silos, communication lags and blind spots in safety supervision in project site management have 
become key factors restricting project quality and progress. Data show that the rate of schedule delay due to 
mismanagement in the building construction industry is as high as 40%, and safety accidents also remain high. In 
this context, exploring the innovative application of automation technology in civil engineering project management 
has become an important direction to solve the industry's pain points. 

Automation technology creates a new paradigm for engineering management through digital sensing, intelligent 
analysis and automatic control. IoT sensors can monitor the state of engineering structures in real time, BIM 
technology realizes the integration and sharing of engineering whole life cycle information, and artificial intelligence 
provides data support for decision-making. The integration and application of these technologies significantly 
improves project transparency and traceability, enabling managers to identify and solve various problems in the 
construction process in a timely manner. Especially in the field of safety management, computer vision-based 
behavior recognition technology can automatically detect and warn of unsafe behaviors and prevent safety 
accidents from the source. 

Intelligent safety supervision is gradually becoming a core component of engineering project management. By 
analyzing accident cases, it can be seen that workers' irregular operation and violation of safety regulations are the 
main reasons for accidents. Traditional safety inspection methods have limited coverage and time lag, making it 
difficult to realize comprehensive monitoring. Deep learning technology can automatically identify dangerous 
behavior patterns from massive video data, providing technical support for safety management. However, the 
existing research mainly focuses on the behavior recognition in general scenes, and the research on the 
recognition of unsafe behaviors in the special environment of construction sites is relatively insufficient. 

Based on the needs of civil engineering project management, this study systematically analyzes the 
effectiveness of the application of automation technology in site monitoring, quality management and safety 
production, and focuses on constructing an unsafe behavior recognition model based on CNN-LSTM. The model 
integrates the advantages of deep convolutional neural network and long and short-term memory network, which 
can extract spatial features and time series features of behaviors at the same time, realizing accurate identification 
of unsafe behaviors such as workers not wearing helmets and overtopping guardrails. The study constructs a 
professional dataset through a variety of data collection methods, adopts a transfer learning strategy for model 
training, and conducts a comprehensive assessment and comparative analysis of model performance. Finally, the 
study selects actual engineering projects for application verification to assess the actual effect of the model in 
improving the efficiency of safety management, providing theoretical basis and technical support for intelligent 
management of civil engineering projects. 

II. Application of automation technology in civil engineering project management 
With the accelerating process of urbanization and infrastructure construction, the traditional construction 
management mode has been difficult to meet the double requirements of efficiency and safety. In this context, 
automation technology has gradually become an important engine to promote the digital transformation of civil 
engineering management, which is effective in improving the efficiency of on-site decision-making and resource 
utilization, and can help all parties to share information and collaborative management on the basis of the overall 
improvement of project quality and efficiency. 
 
II. A. Site monitoring and progress control 
Automation technology has significant advantages in on-site monitoring and progress control. Through the 
deployment of various sensors, cameras and intelligent terminal devices, the operation area is digitally upgraded, 
making the construction project more visible and controllable, and laying a solid foundation for the safe and steady 
advancement of the project progress. Firstly, IoT devices can transmit real-time data information such as concrete 
pouring temperature, pit deformation, and steel reinforcement arrangement back to the cloud management 
platform, enabling managers to synchronize the view of construction dynamics in the office or on the mobile and 
provide timely warnings of abnormal situations. Secondly, by integrating GIS maps and BIM, all parties involved in 
the project can locate key nodes in a three-dimensional visualization environment, track the progress of each 
construction stage and conduct data comparison and analysis, thus effectively reducing information lag and 
communication barriers. In addition, the use of intelligent image recognition and video monitoring technology 
automatically detects whether workers are wearing safety helmets in a standardized manner and whether they are 
working in accordance with standard procedures, providing multiple guarantees for project safety management and 
quality control. Relying on this integrated platform, project managers can not only obtain complete construction 
logs, but also make reasonable forecasts of the construction period and timely adjustments to resource allocation 
with the help of big data analysis. 
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II. B. Engineering Quality Management and Intelligent Inspection 
Intelligent detection means can realize the process of dynamic tracking and instant feedback. First of all, with the 
help of wireless sensors, the concrete strength, humidity, vibration situation for real-time recording, to ensure that 
in the pouring and curing stage can be accurate data support, which is more critical for high-rise buildings or 
special process requirements of the construction site. At the same time, the installation of stress-strain monitoring 
devices in the formwork and bracket positions can timely detect structural overload or deformation potential 
hazards, so that managers can immediately take corrective or reinforcing measures. Secondly, based on the visual 
comparison and modeling function of BIM, technicians can quickly locate construction errors or material defects, 
scan and analyze the deviated areas and propose targeted repair solutions. In addition to the intelligent detection 
of hardware, software algorithms also play an indispensable role. Utilizing data mining and AI image recognition 
technology, the system can automatically compare the design drawings with the actual construction conditions, 
issue red flags for deviations from the standard and generate quality alerts. Comprehensively speaking, 
automation technology provides a higher level of quality assurance for the construction process through accurate 
quality monitoring and automated detection means, and also lays a credible digital foundation for subsequent 
acceptance work. 
 
II. C. Safe production and early warning of risks 
First, RFID or face recognition equipment is equipped at construction sites, which can record the identity and 
distribution of people entering and leaving the site in real time. When overcrowding or unauthorized personnel 
intrude in certain operation areas, the system will automatically prompt management personnel to intervene. 
Secondly, for potentially high-risk segments such as overhead work and large equipment operation, intelligent 
video surveillance combined with AI algorithms can be deployed to identify and analyze workers' behavioral 
postures, and once a failure to wear a seatbelt or a violation of standing position is detected, an alert can be sent in 
a timely manner. In addition, in terms of construction machinery, load sensing monitoring of tower cranes, 
excavators and other important equipment can predict the degree of equipment fatigue and the risk of potential 
failures, and send early warning messages before the threshold is critical. The environmental monitoring module of 
the smart construction site also provides instant monitoring of toxic gas levels, dust concentrations and 
meteorological changes, providing a scientific basis for special construction processes or health risk control. By 
combining real-time data with early warning models, managers are able to effectively deal with accidents in their 
infancy, thereby reducing workplace injuries and property damage. As the technology continues to mature, the 
intelligent prevention and control capabilities of automation technology in terms of production safety and risk early 
warning will continue to increase, injecting more vitality into the all-round safety and security of construction sites. 

III. CNN-LSTM based unsafe behavior recognition model 
In this paper, we construct an unsafe behavior recognition model based on CNN-LSTM to effectively identify and 
warn the unsafe behaviors of the personnel in the construction area of the project, so as to reduce the occurrence 
of safety accidents and improve the construction efficiency and construction quality of the construction site. 
 
III. A. Long- and short-term memory networks 
Recurrent Neural Networks (RNN) are an extension of traditional feed-forward neural networks with the ability to 
manage variable long sequences of inputs. Long Short-Term Memory Networks (LSTM) is an extension of RNN 
which is capable of solving the gradient vanishing problem in a very clean manner.The LSTM model essentially 
extends the memory of the RNNs so that they are able to maintain long term dependencies with the learning 
inputs.This extension of the memory has the ability to memorize the information for long periods of time and hence 
is able to read, write, and erase the information from the memory.The LSTM model is an extension of the RNN 
which has the ability to manage long sequences of inputs. 

In general, an LSTM model consists of three gates: an oblivion gate, an input gate, and an output gate. The 
LSTM memory is known as a gating unit, and the term “gate” is inspired by the ability to decide whether to save or 
ignore memorized information. The LSTM model captures important features from the inputs and saves them over 
a long period of time, and the decision to delete or retain information is based on the weight values assigned to the 
information during the training process. . 

The forgetting gate decides whether to keep or delete existing information, the input gate specifies the extent to 
which new information will be added to memory, and the output gate controls whether existing values in the cell 
contribute to the output. Oblivion gates typically use a sigmoid function to decide what information needs to be 
removed from LSTM memory. This decision is essentially made based on the values of 1th   and tx . The output 
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of the forgetting gate is tf , a value between 0 and 1, where 0 means completely removing the learned value and 1 
means keeping the entire value. This output is calculated as: 

  1[ , ]t f t t ff W x h b    (1) 

where tx  is the input vector at the current moment, 1th   denotes the output vector at the previous moment, fb  

is the bias, fW  is the weight matrix, and   is the sigmoid, the activation function of the forgetting gate. the 

output of the forgetting gate tf  is designed to be multiplied by 1tC  , and 1tC   is the memory of the output of the 

previous moment, which means that the content of 1tC   is to be completely forgotten if the value of tf  is zero. 

The input gate controls the content of the next moment added to the LSTM memory. The gate consists of two 
layers: a sigmoid layer and a tanh layer. the sigmoid layer activates the information value that reaches the 
threshold, and the tanh layer creates a vector of new candidate values and adds them to the LSTM memory. The 
outputs of these two layers are computed: 
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tC  can be viewed as the current input to the network update, and the tanh activation function normalizes the 

new information. And ti  is similar in structure to the forgetting gate and is used to decide how much of the new 

content needs to be retained. The combination of the input gate with the forgetting gate output gate updates the 
current cell state, i.e., generates tC : 

 1* *t t t t tC f C i C    (3) 

The output gate first uses a sigmoid layer to decide which part of the LSTM memory to use for output, and then 
performs a nonlinear hyperbolic function to map the cell state between -1 and 1. Finally, the result is output through 
the sigmoid layer: 
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LSTM is able to model long sequences of inputs and outputs by controlling the updating and forgetting of cell 
states. 

 
III. B. CNN-LSTM modeling 
The CNN-LSTM based unsafe behavior recognition model used in this work is shown in Fig. 1. The whole model is 
divided into a two-layer structure: firstly, a convolutional neural network is used to compute the preprocessed action 
video and extract its feature representation. Then, the time-varying feature sequences are extracted using the 
LSTM model and inserted into the Softmax classifier in the last layer of the CNN architecture to complete the 
behavior recognition. 
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Figure 1: Unsafe behavior recognition model based on CNN-LSTM 
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The Softmax function used in the classification process is represented in the form of a probability function as 
shown in equation (5): 
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 (5) 

where P  is the i rd training sample out of m , the j th class out of n  with weight W , and ( )T i
jW x  denotes the 

input to the Softmax layer. 
The implementation process of this model is as follows: 
(1) Segment the action video and randomly select 25 video frame segments as representatives of the time nodes. 

The video frames are fed into the CNN model, the development framework of the CNN model in this paper uses 
Inception-v3, after which the convolutional layer calculates the output of each neuron that is connected to a 
localized region for each input video. Finally the dot product between their weights and the small regions they are 
connected to is calculated so that the CNN output from the fully connected layer will be a 2048 dimensional feature 
vector that will be used as a spatial feature of the action video. 

(2) Repeat the operation of the first step to obtain the spatial features of each video frame, i.e., 25 feature 
vectors can be obtained for one video. These feature vectors are fed into the LSTM model for temporal feature 
training. Note that the generation of temporal features starts from the second LSTM model generated. 

(3) Input all the temporal features into the Softmax classifier and average them over the time period to obtain a 
probabilistic representation. 

Layer 1, deep CNN model: the CNN has a multi-layer architecture, which is capable of automatic feature 
extraction, and can also utilize a classifier to map the extracted feature vectors to the final prediction. For each 
layer in the CNN model, a convolution operation and a function operation are performed on the output of the 
previous layer in the forward propagation stage, as shown in equation (6): 

  k k
ij kij
h f W x b   

 
 (6) 

where f  is the activation function, kb  is the offset of this feature mapping, and kW  is the value connected to 

the k th feature mapping. 
In the Inception-v3 framework, the module consists of a composite layer containing five uniformly shaped filters 

including 1×1, 3×3, and 5×5 sized convolutional kernels and 3×3 sized outputs of average pooling operations. In 
this paper, the Inception-v3 framework with pre-training parameters based on ImageNet is directly applied to the 
action video frames.ImageNet is a large visual database for visual recognition software. The output size of the last 
pooling layer is chosen to be 1 × 1 × 2048 as the spatial features of the output, i.e., the 2048-dimensional features 
generated by the last pooling layer in the forward pass of the pretrained model are used. As a result, the model 
does not retrain and repeat the initial network through backpropagation, and no retraining of the model is required 
to significantly reduce training time. 

In the unsafe behavior recognition model, the LSTM model is divided into a two-layer network architecture to 
handle the temporal dynamics of the video features generated by the last pooling layer of the Inception-v3 network. 

 1 2, , , nf f f  are the n  features computed by the Inception-v3 network from each video n  frame. Thus, for 

each input sequence  1 2, , , nf f f , the storage units in the two LSTM layers will generate a sequence of 

representations  1 2, , , nm m m . This sequence is then averaged over the entire time period to obtain a temporal 

feature vector F , denoted as: 
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After that this feature vector F  is fed into the Softmax layer so that the unsafe behavior in each input video can 
be identified. 

IV. Data set construction and model analysis 
IV. A. Data acquisition and processing 
IV. A. 1) Basic data collection 
Data on unsafe behaviors at construction sites are usually sensitive, and it is difficult for researchers to fully obtain 
data on construction violations at construction sites within a limited period of time. In order to fully obtain the data 
related to unsafe behaviors in this study, a combination of experimental simulation photography, internet search, 
construction site surveillance video extraction, and construction site cell phone photography was used to collect 
sample data. 

When simulating the shooting at the experimental site, by building a simple construction site construction scene, 
volunteers were invited to shoot videos of wearing \ not wearing a helmet, climbing over the guardrail, and using a 
cell phone, respectively, and the key frames of the shooting video were obtained through professional video editing 
software, and the final export of the photos in JPG format. 

Network search for unsafe behavior images, mainly using large search engines to search for relevant image data. 
The search terms mainly include “helmet”, “construction”, “safety accidents”, “workers”, “construction”, “call”, “ove”, 
“over guardrail”, “rainy season construction”, “safe and civilized construction”, “night construction”, etc. Download 
and save related images. 

Construction site surveillance video extraction of worker construction images. Acquire some of the surveillance 
video data of a civil engineering project, and finally save the video frame data with higher quality by Edius editing. 

Summarizing all the data collected in this study, a total of 2521 video frames and pictures are included. 
Considering the complex conditions of on-site construction environment, uncontrolled lighting, weather climate 
change, large changes in the spatial scale of the target, the target being obscured, and the target being blurred, in 
order to ensure that the detection model has sufficient sensitivity to the detection target, the data it collects should 
also basically cover the various situations mentioned above. 

 
IV. A. 2) Data annotation 
Matlab computer vision toolbox contains image and video data labeling tools Image Labeler and Video Labeler, the 
above two tools can be used to mark the target object region (ROI) for object detection. After importing the images 
into the labeling tool, the workers' behaviors of wearing/not wearing helmets, climbing over guardrails, and making 
phone calls are labeled manually to form the labeled dataset. 
 
IV. A. 3) Data enhancement 
In order to ensure that the image characteristics remain unchanged during the process of data enhancement, this 
study adopts the data enhancement method of online enhancement to process the acquired image data. The final 
data enhancement methods used in this paper include horizontal flipping, random adjustment of brightness and 
saturation, and Gaussian blur. 
 
IV. B. Model Experiment Analysis 
IV. B. 1) Data sets 
The experimental data uses the UCF-101 dataset and the self-constructed construction site construction personnel 
dataset for unsafe behavior recognition.The UCF-101 video dataset is a widely used public dataset in the field of 
behavior recognition, which is mainly derived from the YouTube video platform, and includes 101 behavioral 
categories, including human-object interactions, human-human interactions, human actions, musical instrument 
movements, and sports. The UCF-101 dataset not only contains a variety of behavioral categories, but also 
contains a variety of complex backgrounds, with problems such as low light and camera shake, which have high 
requirements for model robustness. The self-constructed building construction personnel dataset is mainly derived 
from the data collection in the previous section. 
 
IV. B. 2) Model training 
The experiment is based on the PyTorch deep learning framework to build the model, the model is trained using the 
cross-entropy function as the loss function, which is used to measure the similarity between the classification 
results of the trained samples and the labels of the trained samples. The model training uses adaptive moment 
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estimation (Adam) method to achieve the loss function convergence to the minimum value.Adam method is 
characterized by adaptive adjustment of the learning rate, suitable for large-scale data and parameter scenarios, 
simple to implement, efficient in computation, and less memory requirements. The experiment adopts the migration 
learning method, first based on the UCF101 dataset for model training, after the completion of training to fix some 
of the model parameters, the use of self-constructed building construction personnel behavior dataset for training, 
to obtain the final experimental results. 

Figure 2 shows the loss function curve and the change curve of the recognition accuracy of the test set during 
the training of the proposed model on the UCF-101 dataset. With the increase of the number of training rounds, the 
average loss function and the average accuracy of each round tend to stabilize, and the final loss value decreases 
to about 0.08, and the recognition accuracy of the test set can reach up to 94.52%, which can be analyzed to show 
that the training results of the proposed model are more satisfactory and have a high recognition accuracy. 

The model is trained twice on the self-constructed construction site dataset using the migration learning method, 
and the change of loss and accuracy in the model training is shown in Fig. 3, and the highest recognition accuracy 
of 94.76% is finally obtained on the test set. The model already has a high recognition accuracy by training on the 
UCF-101 dataset, and has a higher recognition accuracy on the self-constructed dataset due to the smaller amount 
of data, relatively single scene, and relatively fewer behavioral categories. 

 

Figure 2: Changes of loss and accuracy in model training(UCF-101) 

 

Figure 3: Changes of loss and accuracy in model training(Self-built dataset) 
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IV. B. 3) Evaluation of model performance 
Considering that the designed CNN-LSTM insecure behavior recognition model is mainly applied to edge devices, 
the computational complexity of the model and the number of model parameters, in addition to the recognition 
accuracy, have become the main metrics for evaluating the model, which needs to be evaluated in terms of the 
amount of computation and size of the model. The computational complexity of the model is measured using the 
number of cumulative product operations, which is characterized using the number of multiplication and addition 
operations included in the model. The size of the model is usually characterized using the number of parameters of 
the model, which directly determines the size of the model file and also affects the memory footprint of the model 
for inference. Model accuracy is characterized by counting the proportion of correctly identified behavioral category 
samples to the total number of classified samples. 

In order to verify the performance indicators of different methods, experiments were conducted on multiple 
methods. Due to the large number of samples in the UCF-101 dataset and the fact that the same behavior covers 
multiple scenarios, the robustness requirement of the model is relatively high. Therefore, the experiment uses this 
dataset to compare different algorithms. The performance comparison results of different models are shown in 
Figure 4. The MBH network has a large number of parameters, a low behavior recognition rate, and poor 
performance. The YOLOv3 model can significantly improve the recognition accuracy rate to 91.92%, but both the 
number of model parameters and the amount of calculation are relatively high. The recognition accuracy of the 
CNN-LSTM model in this paper on UCF101 is relatively high, reaching up to 93.77%. The computational 
complexity is 8.28G and the number of model parameters is 6.16M. Through comparison, it can be seen that both 
the computational complexity and the number of parameters of this model are the smallest, and it has greater 
advantages compared with traditional recognition methods. The comprehensive performance for identifying unsafe 
behaviors at civil engineering sites is better. 

 

Figure 4: Performance comparison of different models 
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Figure 5: The comparison of AP value of the five models 

In the actual project, the video frame data collected at the construction site is characterized by large variations in 
the lighting environment, image blurring, target occlusion, and large variations in the spatial scale of the target 
detection object. Therefore, this paper further classifies the test set according to different conditions and tests the 
overall MAP value of model target detection. The categorized test target detection results are summarized in Table 
1. In terms of lighting conditions, when the lighting is balanced, the image is clear, and the features of each part of 
the target are rich and full, and the overall target detection MAP value of the model in the test is 0.878. When the 
lighting is weaker/stronger, due to insufficient or too strong lighting, the image is too dark or too bright, and the 
target in the image may be unclear as a result, but the target MAP value in the test also reaches 0.826, indicating 
that the model has basically learned the characteristics corresponding to the illumination, and has sufficient 
robustness to changes in illumination. 

Analyzing the impact of the target occlusion situation on the detection results, when the target in the image has 
occlusion, the MAP is 0.783, compared with the MAP of 0.929 in the no-occlusion condition, the recognition 
accuracy has slipped, indicating that the model of this study has relatively limited sensitivity to the target occlusion 
situation. The main reason may be that the occluded targets in the collected samples are not obvious in their own 
characteristics, and the proportion of occluded targets to the total number of target samples is too low, which leads 
to the model not fully learning the various characteristics possessed by the target. 

The MAP of the far-view target test in this study is 0.721, which is low in the model's far-view detection ability 
compared to the mid-view and near-view detection effects, which is directly related to the fact that some of the 
far-view targets in the training samples are too small in scale. Therefore, if this model is applied to real engineering 
projects, the use of long-distance and large-coverage cameras should be avoided as much as possible, and it is 
recommended to use medium-view and near-view cameras as a way to improve the reliability of unsafe behavior 
detection in civil engineering projects. 

In conclusion, the CNN-LSTM-based worker unsafe behavior recognition model proposed in this study has 
excellent overall performance in terms of target detection accuracy and detection speed, and can be used to assist 
on-site monitoring in civil engineering projects. 

Table 1: Classification test results summary 

Test category Particulars Sample size (frame) MAP 

Illumination condition 
Light balance 3219 0.878 

Light is weaker/stronger 1281 0.826 

Occlusion 
Occlusion 3128 0.783 

Unoccluded 1271 0.929 

Target space scale 

Far view 1317 0.721 

Middle view 926 0.908 

Near view 2224 0.945 
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IV. C. Model application 
In order to verify the practicality of the CNN-LSTM unsafe behavior recognition model and improve the 
shortcomings of the model, a group carries out a trial in its building construction projects, and selects a housing 
construction project as a pilot unit to fully use the model in construction site safety supervision, and the system has 
been put into operation for one year, and more than 1,200 pieces of information on the three violations of personnel 
and more than 850 pieces of information on the unsafe state of objects and the unsafe state of the working 
environment have been collected. In the first year of operation, the system has collected more than 1,200 pieces of 
information on personnel's “three violations”, and more than 850 pieces of information on the unsafe state of 
objects and the unsafe state of the working environment, which has greatly improved the efficiency of project safety 
supervision. 

After comparing the data before and after the application of the model, it is found that the unsafe behavior of the 
personnel on the site of the housing construction project is gradually decreasing, and the risk factors such as the 
unsafe state of the objects and the environment are also gradually decreasing compared with other projects, which 
greatly reduces the supervisory pressure of the project safety management personnel and ensures the production 
safety of the project while enhancing the efficiency of the safety supervision of the project. 

V. Conclusion 
Deep learning-driven automation technology opens up new ways for civil engineering project management 
efficiency improvement. The CNN-LSTM unsafe behavior recognition model constructed in this paper shows 
excellent performance in complex engineering environments through the dual extraction of spatial and temporal 
features. The experimental data show that the model achieves 94.52% recognition accuracy on the UCF-101 
dataset, and the recognition accuracy is further improved to 94.76% on the self-constructed construction site 
dataset. Compared with the traditional method, the model has significant advantages in terms of computational 
complexity and number of parameters, which are only 8.28G and 6.16M, while the average accuracy MAP value 
reaches 0.86, which exceeds the comparison method by 5%-11%. 

The evaluation of the model's adaptability to different application conditions shows that the MAP value is 0.878 in 
the light-balanced environment, and the recognition accuracy of 0.826 can still be maintained in the 
under-/over-illumination environment; the MAP value of the target is as high as 0.929 in the case of unobstructed 
target, and 0.783 in the case of occluded target; and the MAP values of the near-view, medium-view and far-view 
conditions are 0.945, 0.908 and 0.721, respectively. this indicates that the model has strong robustness to light 
changes, but needs to be optimized in long-distance target recognition and occlusion situation processing. 

The verification of engineering practice shows that the model has collected more than 1,200 pieces of 
information on “three violations” and more than 850 pieces of information on unsafe state of objects and unsafe 
state of the environment in one year, which effectively improves the efficiency of project safety supervision and 
reduces the work pressure of safety management personnel. The future work will further improve the adaptability 
of the model to the obscuring situation, optimize the recognition ability of the visionary target, expand the 
recognition behavior category, and provide all-round technical guarantee for the intelligent management of civil 
engineering projects. 
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