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Abstract Macroeconomic policies play a very important role in the development of the stock market. The impact of 
macroeconomic policies on the stock market is complex and nonlinear, and it is difficult for existing models to 
accurately predict.In order to improve the level of investment decision-making, this paper uses the deep 
deterministic policy gradient (DDPG) algorithm to study its application in predicting the impact of macroeconomic 
policies on the stock market. Through the collection of macroeconomic policies and historical stock data, an 
intensive learning model is established to predict changes in the stock market based on macroeconomic policies 
as environmental variables. After training the DDPG algorithm, the model learns the influence mechanism. The 
experiment analyzed from the three dimensions of volatility, prediction accuracy and return on investment. 
Compared with the SVM (Supported Vector Machine) and RF (Random Forest) algorithms, the average accuracy 
rate of the DDPG algorithm was 7.8% and 9.6% higher. Therefore, the DDPG algorithm can more accurately 
understand and grasp the impact of macroeconomic policies on the stock market, and effectively improve the level 
of investment decision-making and the rate of return. This article conclusion is of great significance to guide 
investors to make rational stock investment, and it also contributes to the healthy and stable development of the 
stock market. 
 
Index Terms Macroeconomic Policies, Stock Market, Deep Deterministic Policy Gradient, Reinforcement Learning, 
Investment Decision-making 

I. Introduction 
The stock market is increasingly impacted by macroeconomic policies as a result of the trend toward global 
economic integration [1], [2]. To raise the standard of investment decision-making, it is crucial to research the 
intricate linkages between them. High-dimensional data is difficult for traditional approaches to analyze, but the 
advent of deep learning and reinforcement learning (RL) has given rise to a fresh approach [3].  Specifically, the 
DDPG algorithm can successfully handle the difficulties of ongoing decision-making and extract stock market 
dynamics from multifaceted economic factors.  Promoting the stock market's steady growth and understanding its 
fluctuations and hazards are extremely important. 

The changes in macroeconomic policies have a profound impact on the dynamic development of the stock 
market, and accurate analysis and prediction have become the key path to avoiding risks [4], [5]. With the 
evolution of economic theory, research on how macroeconomic policies affect the stock market has become 
increasingly in-depth. For example, Celebi Kaan's research reveals that in the post crisis era, macro driven 
markets are more common, and there are more economic variables and indicators that have a significant impact on 
stock returns during the crisis period [6]. Alam Isbat used multiple regression analysis to empirically test the 
complex relationship between macroeconomic factors and stock markets in China and Pakistan from 1995 to 2019. 
The results show that there is a substantial correlation between macroeconomic factors and stock market returns, 
but some correlations are not significant. Specifically, there is a certain correlation between GDP and the 
performance of the stock markets in both countries, but the degree of impact varies [7]. Pal Santana used a vector 
autoregression model to explore the effects of monetary and macroeconomic policies on the Indian stock market. 
The conclusion points out that the impact of monetary policy on the stock market is particularly significant, 
surpassing other macroeconomic shocks [8]. Scholars such as John Emmanuel Isaac and Al Kandari Ahmad M 
have also conducted in-depth research on the relationship between stock markets and macroeconomic factors in 
different countries and regions [9], [10]. These studies collectively reveal the complex interaction between 
macroeconomic policies and the stock market. However, when exploring the impact of macroeconomic policies on 
the stock market, the dynamic characteristics of the stock market itself are often overlooked. 
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The DDPG algorithm is highly suitable for handling decision problems involving continuous actions and 
continuous time steps, providing a new approach for studying how macroeconomic policies affect complex and 
volatile stock markets [11], [12]. The deep deterministic policy gradient recommendation framework proposed by 
Gao Tianhan, combined with deep cross networks, can effectively train recommendation models and capture cross 
correlations between data through both deep and cross networks. Experimental results have shown that this 
method outperforms other baseline techniques in terms of training fitting [13]. Zhang Zhizheng further developed 
DDPG and proposed asynchronous scenario DDPG, which can achieve efficient learning in a shorter time, improve 
sampling efficiency, shorten learning time, and enhance effectiveness [14]. The DDPG algorithm is stable and has 
a fast convergence speed, which can clearly reveal the mechanism of macroeconomic policies on the stock market. 
However, the complexity of the model remains a current challenge. 

In order to accurately grasp the dynamic development of the stock market and improve the scientificity of 
investment and trading, this article combined the DDPG algorithm to conduct in-depth research on its application in 
predicting the impact of macroeconomic policies on the stock market. To verify its effectiveness, experiments were 
conducted at three levels: analysis of volatility impact, prediction accuracy, and analysis of investment return. From 
the analysis of the volatility impact, it can be seen that there was a certain correlation between macroeconomic 
policies and the stock market in the time series from 2000 to 2020, with a significance result of 0.001 and a 
correlation result of 0.577. From the prediction accuracy results, the DDPG algorithm model had a more ideal fitting 
effect, and the average accuracy was 7.8% and 9.6% higher than the SVM and RF algorithm models, respectively. 
From the results of investment return analysis, it can be seen that investment strategies predicted based on the 
DDPG model achieved higher investment returns compared to the other two types of models. In practical 
applications, the DDPG method can accurately predict and understand the impact of macroeconomic policies on 
the stock market, effectively improve the decision-making level of investors, and promote the healthy development 
of the stock market environment. 

II. Prediction of the Impact of Macroeconomic Policies on the Stock Market 
In the securities market, the macroeconomic policies of the government have two main means of regulating the 
stock market: one is to regulate through fiscal policy (regulating taxes, expanding fiscal expenditure, transferring 
payments, issuing treasury bond, etc.), and the other is to regulate through monetary policy (benchmark interest 
rates and money supply) [15], [16]. In the upward phase of the economy, policy and regulatory departments take 
relaxed measures to apply favorable fiscal and monetary policies into the market, creating a favorable external 
environment for the business development of enterprises. Abundant fiscal and monetary policies, as well as a 
relaxed economic environment, promote an increase in stock market price data, while conversely, it brings 
downward pressure to stock market price data. 
 
II. A. Data Collection and Preprocessing 
Based on the impact mechanism of macroeconomic policies on the stock market, this article collects 
macroeconomic policy data (GDP, Consumer Price Index (CPI), interest rate data, exchange rate data) and 
historical stock market price data (closing price, highest price, lowest price) as the objects of data collection. 

The collected macroeconomic policy data and historical stock market price data are cleaned up. For partially 
missing data, the most recent complete data is selected for reuse. In the actual cleaning process, for the values 
lost on the T-th day, the data from the T − 1 and T − 2 days are queried to determine if they are complete. If they 
are complete, they are used until reusable data is found. For outliers, a box plot is used to exclude data outside the 
mean ±3×standard deviation range and treat them as outliers. The duplicate values are determined by sorting and 
classifying the data, and after identifying the duplicate values, they are directly deleted. 

Due to the fact that economic policy data is often monthly, it has low-frequency characteristics [17]. The historical 
price data of the stock market is mostly daily data, with high frequency [18]. Therefore, this leads to differences in 
data frequency. In terms of preprocessing, this article adopts the Generalized Autoregressive Conditional 
Heteroskedasticity-Mixed Data Sampling (GARCH-MIDAS) model for processing, as shown in Figure 1: 

In Figure 1, the GARCH-MIDAS model is used to align high-frequency and low-frequency data by utilizing the 
complementarity of data at different frequencies, in order to fully explore the information contained in 
high-frequency data and enrich the features of low-frequency data. 

The model structure is represented by the formula [19], [20]: 

 𝑑௜,௧ = 𝜇 + ඥ𝑣௜,௧𝜀௜,௧ , ∀𝑖 = 1, ⋯ , 𝐶௧ (1) 

The definition of variables in Formula 1 is shown in Table 1: 
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Figure 1: GARCH-MIDAS model 

Table 1: Definition of variables in Formula 1 

Sequence Variables Meaning 

1 𝑑௜,௧ Historical stock market price data on the 𝑖-th day of the 𝑡-th cycle 

2 𝜇 Mean value of economic policy practice sequence 

3 𝑣௜,௧ Stock market volatility 

4 𝜀௜,௧ Model random disturbance term 

5 𝐶௧ Days within the cycle 

 
In Table 1, 𝑣௜,௧ = 𝑣௧

௟ ∙ 𝑣௜,௧
௦ . Among them, 𝑣௧

௟ represents the long-term volatility in the 𝑡-th cycle; 𝑣௜,௧
௦  represents 

the short-term volatility on the 𝑖-th day in the 𝑡-th cycle, and its distribution is expressed by the formula: 

 𝜀௜,௧ห𝜑௜ିଵ,௧~𝑁(0,1) (2) 

Among them, 𝜑௜ିଵ,௧ is sourced from historical data. 
For the component of short-term volatility, it is assumed that it is a GARCH (Generalized Autoregressive 

Conditional Heteroskedasticity) structure, expressed with the formula [21]: 

 𝑣௜,௧
௦ = (1 − 𝛼 − 𝛽) + 𝛼

(ௗ೔షభ,೟ିఓ)మ

௩೟
೗  (3) 

The constraint conditions of Formula 3 are consistent with the GARCH model, satisfying 0 < β < 1 and 0 < α +
β < 1. Here, the long-term component benchmark formula for 𝑣௧

௟ is constructed based on achievable volatility on a 
monthly or quarterly basis, represented as [22], [23]: 

 𝑣௧
௟ = 𝐼 + 𝛿 ∑ 𝛷௞(𝑤ଵ , 𝑤ଶ)௄

௞ୀଵ 𝑣௧ି௞
ᇱ  (4) 

 𝑣௧ି௞
ᇱ = ∑ 𝑑௜,௧

ଶ஼೟
௜ୀଵ

 (5) 

The definitions of variables from Formula 4 to Formula 5 are shown in Table 2: 
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Table 2: Variable definitions for Formula 4 to Formula 5 

Sequence Variables Meaning 

1 𝐼 Intercept 

2 𝛿 Regression coefficient 

3 𝛷௞(𝑤ଵ, 𝑤ଶ) Weighting function 

4 𝑣௧ି௞
ᇱ  Realized volatility with lagged 𝑘-period 

 
Formula 5 is the basic calculation formula for volatility completed in a cyclical cycle, which is the sum of squares 

of daily returns in a cyclical cycle. 
To improve data utilization and achieve smoother model fitting, the long-term volatility components are 

logarithmically processed: 

 log𝑣௧
௟ = 𝐼 + 𝛿 ∑ 𝛷௞(𝑤ଵ , 𝑤ଶ)௄

௞ୀଵ 𝑣௧ି௞
ᇱ  (6) 

II. B. RL Model Construction 
The environment refers to the sum of various factors that macroeconomic policies affect the development of the 
stock market, and it has a certain effect on the rise and fall of stock prices. The collected data is processed using 
the GARCH-MIDAS model to form a feature vector that can represent multi-source data. Then, using 
macroeconomic policies as environmental variables and changes in the stock market as the target for prediction, 
an RL model is established, as shown in Figure 2: 

Economic policy 
data

Historical stock 
price data

Environment variable

Investment 
decision

Training and 
learning

Accumulated 
reward value

Feedback

Strategy

Action

Intelligent agent

Interactive

 

Figure 2: RL model 

In Figure 2, the interaction between the intelligent agent and the environment is used to dynamically predict the 
impact of macroeconomic policies on the stock market, thereby helping investors make better investment decisions. 
This process is abstracted as Markov Decision Process (MDP): 

 MDP = (S, A, P, R, γ) (7) 

The definition of variable in Formula 7 is shown in Table 3: 

Table 3: Definition of variables in Formula 7  

Sequence Variables Meaning 

1 S State space 

2 A Action space 

3 P State transition probability function 

4 R Reward function 

5 γ Discount factor 

 
Based on Table 3, the state space, action space, and reward function are designed. 
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State is a characterization of the current stock market environment, which enables RL entities to obtain 
information from the stock market. Therefore, in order to better understand the changes in the stock market, it is 
necessary to add more variables containing policy data to the model. This article selects GDP, CPI, interest rates, 
and exchange rates as environmental variables, and uses historical stock market price data as feedback on the 
external environment. 

Actions represent intelligent agents describing implementable behaviors in the environment in a dynamic and 
interactive manner [24], [25]. The design of action spaces takes into account the feasibility, controllability, and 
interaction and limitations between investors or decision-makers in practice. On this basis, the investment decision 
action is defined as 𝑎𝜖{−1,0,1}. The final action output of the strategy network is a three-dimensional vector 
representing the likelihood of different actions occurring. 

Reward is the dynamic interaction between an agent’s action and the environment during the execution of a 
decision, in which the environment continuously rewards the agent [26], [27]. During this period, by calculating the 
rewards for cumulative behavior, with the goal of maximizing cumulative rewards, the optimal strategy is sought. 
The strategy function is defined as 𝜌(𝑠), which represents the mapping from state space to action space. 
Deterministic policy gradient refers to seeking a deterministic action in a certain state, in order to transform the 
current state s into a new state s‘. On this basis, the definition of cumulative rewards is: 

 𝑚𝑎𝑥
ఘ(௦)

[∑ 𝛾௞ஶ
௞ୀ଴ 𝑟௧ାଵା௞] = 𝑚𝑎𝑥

ఘ(௦)
[𝑅௧ = 𝑟௧ାଵ + 𝛾𝑟௧ାଶ + ⋯ ] (8) 

Among them, 𝛾𝜖(0,1), and 𝑟௧ represent the reward at time 𝑡. 
The reward function is closely related to the generation of rewards, and rewards have an impact on strategies, 

balancing the different preferences and goals of investors, and considering the stability and convergence of 
intelligent agent learning. For investment portfolios, three different functions (investment performance, stock 
market risk, and policy consistency) are set up to calculate rewards. Among them, the investment performance 
reward function is expressed as: 

 𝑅௉௥௢௙௜௧(𝑠, 𝑎, s‘) = 𝑃𝑟𝑜𝑓𝑖𝑡(s‘) − 𝑃𝑟𝑜𝑓𝑖𝑡(𝑠) (9) 

Among them, 𝑃𝑟𝑜𝑓𝑖𝑡(𝑠) represents the portfolio performance under state 𝑠, which refers to the return or 
cumulative return of the securities portfolio. 

The stock market risk reward function is expressed as [28]: 

 𝑅ெ௔௥௞௘௧௥௜௦௞(𝑠, 𝑎, s‘) = 𝛼 ∙ 𝑀𝑎𝑟𝑘𝑒𝑡𝑟𝑖𝑠𝑘(s ‘) − 𝛽 ∙ 𝑀𝑎𝑟𝑘𝑒𝑡𝑟𝑖𝑠𝑘(𝑠) (10) 

Among them, 𝑀𝑎𝑟𝑘𝑒𝑡𝑟𝑖𝑠𝑘(𝑠) represents the market risk measured by the stock market volatility index in state 
𝑠. 

The policy consistency reward function is expressed as: 

 𝑅௖௢௡௦௜௦௧௘௡௖௬(𝑠, 𝑎, s‘) = −𝜆‖𝑃௧ − 𝐴௧‖ଶ (11) 

Among them, 𝑃௧ represents macroeconomic policy data during the cycle, and 𝐴௧ represents investment and 
trading activities during that cycle. 𝜆 is a hyperparameter value used to adjust the proportion of policy consistency 
rewards in the total rewards. 

Under the processing of three reward functions: investment performance, stock market risk, and policy 
consistency, real-time rewards are calculated, and cumulative rewards are then calculated. Finally, the cumulative 
reward value for a period of time is obtained, which is then used to feedback the strategy network until the optimal 
investment strategy is found. 

 
II. C. Implementation of DDPG Algorithm 
An adaptive decision-making method based on DDPG is used, that is, optimal decisions on the actions of 
intelligent agents are made under certain economic policies, stock markets, and other conditions. Goals are 
achieved by maximizing cumulative rewards. When predicting the impact of macroeconomic policies on the stock 
market, the DDPG algorithm is used to train intelligent agents to learn the complex relationship between 
macroeconomic policies and stock market data, and to predict future stock market trends based on the trained 
strategies. 

The DDPG algorithm adopts two Actor-Critic models: the former accepts state values to generate subsequent 
actions, and the latter is used to evaluate the generated actions. The Critic network is updated based on the 
difference between executing and not executing actions. 

The Actor-Critic network adopts a deep neural network composed of fully connected layers, and its variable 
settings and network structure settings are shown in Tables 4 and 5: 
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Table 4: Actor-Critic network variable settings 

Sequence Variables Meaning 

1 Actor’s current network 𝜁௜(𝑜௜) 

2 Current network parameters 𝜃௜ 

3 Actor’s target network 𝜁௜
’(𝑜௜) 

4 Target network parameters 𝜃௜
’ 

5 Critic’s current network 𝑄௜
఍
(𝑠, 𝑎ଵ, ⋯ , 𝑎௡) 

6 Critic’s target network 𝑄௜
఍‘

(𝑠, 𝑎ଵ, ⋯ , 𝑎௡) 

Table 5: Network structure settings 

Sequence Network structure Number of nodes 

1 Network input layer 6 

2 The first hidden layer 128 

3 The second hidden layer 64 

 
According to Tables 4 and 5, let 𝑠 = (𝑜ଵ, ⋯ , 𝑜௡). The algorithm framework is shown in Figure 3: 

 

Figure 3: DDPG algorithm framework 

The optimization objective of the policy network (Actor) of the DDPG algorithm is to maximize 
𝑄௜

఍
(𝑠, 𝑎ଵ, ⋯ , 𝑎௡)|𝑎௜ =𝜁௜(𝑜௜), with a gradient of [29]: 

 ∇ఏ೔
g(𝜁௜) = Eୱ,ୟ~ୈൣ∇ఏ೔

𝜁௜(𝑜௜)∇௔೔
𝑄௜

఍
(𝑠, 𝑎ଵ, ⋯ , 𝑎௡)൧|𝑎௜ =𝜁௜(𝑜௜) (12) 

Among them, D  is an experience feedback pool, and ൫s, s‘, 𝑎ଵ, ⋯ , 𝑎௡ , 𝑟ଵ, ⋯ , 𝑟௡൯  is used to represent an 
experience tuple. It should be noted that s, a are both extracted simultaneously from the experience feedback pool. 
Therefore, when substituting into the 𝑄 function, only 𝑎௜ can be recalculated, allowing the gradient to flow into the 
policy network; of course, with all the latest policy networks known, it is also possible to recalculate all behaviors, 
but this may increase the training cost. 
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The update of the Critic network is similar to the Deep Q-Network, except that the selection of 𝑎௜ is achieved 
through the participant target network, the rest is achieved by the Critic network. During this process, optimization 
is carried out with the goal of reducing the value of the loss function: 

 L = Eୱ,ୟ,୰,ୱᇲ ቂ൫𝑄௜
఍

(𝑠, 𝑎ଵ, ⋯ , 𝑎௡) − 𝛾൯
ଶ

ቃ , 𝑦 = 𝑟௜ + 𝛾𝑄௜
఍ ‘

(𝑠’, 𝑎ଵ
ᇱ , ⋯ , 𝑎௡

ᇱ )|𝑎௞
ᇱ =𝜁௞

ᇱ (𝑜௞) (13) 

In practical applications, multi-layer perceptrons are widely used in multi-agent reinforcement learning. However, 
when intelligent agents are trained separately, the same initial observation and action may correspond to different 
rewards and subsequent observations, achieving coexistence in experience replay [30]. That is to say, facing the 
same observation and action, the rewards and observation results obtained are completely different, which is 
detrimental to the training of intelligent agents. In addition, Critic only trains through local observations (that is, 
agent observations), which may result in poor training and learning performance due to not considering the 
behavior of other individuals. In algorithms, using a centralized Critic strategy can not only solve conflicts in the 
experience feedback process of intelligent agents, but also effectively solve the problem that the Critic network 
cannot directly focus on other intelligent agents during the training process. After training, the complexity of 
prediction analysis is greatly reduced due to the fact that the Actor network only needs to perform local 
observations. 

III. Experimental Tests of DDPG Algorithm 
III. A. Experimental Data 
Considering the completeness and availability of macroeconomic policy data and historical stock market price data 
during the corresponding period, this article selected the raw data from January 2000 to December 2020 as the 
sample set. Among them, the historical price data of the stock market was divided into cycles using data from the 
Shanghai Stock Exchange Composite Index (SSE Composite Index), and the macroeconomic cycle was described 
using the business index of macroeconomic. The historical stock market prices were sourced from the Wind 
database. The macroeconomic coincident index (CI) was sourced from the websites of the National Bureau of 
Statistics and the People’s Bank of China. To verify the application effect of the DDPG algorithm in predicting the 
impact of macroeconomic policies on the stock market, experimental tests were conducted from three dimensions: 
volatility impact analysis, prediction accuracy, and investment return analysis. 
 
III. B. Experimental Results 
(1) Volatility impact 

To analyze the predictive performance of DDPG, first, the raw data collected from January 2000 to December 
2020 were subjected to volatility impact analysis, as shown in Figure 4: 

 

Figure 4: Analysis results of volatility impact 

Figure 4A shows the volatility of SSE Composite Index; 
Figure 4B shows the volatility of macroeconomic CI. 
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According to the analysis of the volatility impact in Figure 4, the SSE Composite Index volatility and 
macroeconomic CI volatility were divided by cycles. Among them, the SSE Composite Index volatility was divided 
into four cycles: the first cycle was from January 2000 to June 2005; the second cycle was from July 2005 to 
December 2008; the third cycle was from January 2009 to June 2014; the fourth cycle was from July 2014 to 
December 2020. The macroeconomic CI volatility was divided into two cycles: the first cycle was from January 
2000 to December 2009; the second cycle was from January 2010 to December 2020. 

In Figure 4A, the SSE Composite Index fluctuated less in the first cycle, with an index range of 1000-2500. In the 
second cycle, the index fluctuated sharply. In 2008, due to the impact of the financial crisis and the weakness of the 
global economy, the index showed a sharp decline. In the third cycle, the index level slowly recovered, mainly due 
to the macroeconomic stimulus policies formulated in response to the financial crisis. In the fourth cycle, the index 
closed at 3473.07 in December 2020, which was within a relatively high range throughout the entire cycle. 

In Figure 4B, macroeconomic CI benefited from reforms and was stimulated by favorable economic policies in 
the first cycle, with index levels reaching over 100 and reaching its highest point in 2005. In the second cycle, due 
to the overall decline of the world economy, the production capacity structure was still in the process of 
transformation and development. The macroeconomic CI was 76.0 in December 2020, which was the lowest point 
in the range. 

To analyze the correlation between the two, SPSS software 13.0 was used for statistical analysis. The final 
results are shown in Table 6: 

Table 6: Statistical analysis results 

Item Macroeconomic CI SSE Composite Index 

Macroeconomic CI 
Pearson correlation 1 0.577 

Significance - 0.001 

SSE Composite Index 
Pearson correlation 0.577 1 

Significance 0.001 - 

 
From Table 6, the correlation result was 0.577, and the significance result was 0.001, indicating that 

macroeconomic policies have a significant impact on the stock market from 2000 to 2020. 
(2) Prediction accuracy 
Based on the analysis of the impact of volatility in Figure 4, the overall return rate, which can reflect the volatility 

in the entire stock market, was selected as the indicator and used as the prediction target. All observations were 
divided into training and testing sets. Among them, the training set was used for fitting analysis of stock market 
volatility; the testing set was used to predict stock market volatility. The algorithm training parameter settings are 
shown in Table 7: 

Table 7: Algorithm training parameters 

Sequence Parameter Specifications 

1 Learning rate 0.001 

2 Batch size 64 

3 Periodization 100 

4 Attenuation factor 0.99 

5 Soft update factor 0.005 

6 Weight initialization method Xavier 

7 Noise variance 0.2 

8 Variance decay rate 0.9995 

 
Based on the training parameters in Table 7, firstly, the DDPG algorithm was adopted to train the intelligent agent, 

and the experience replay method was adopted to store the experience of each stage in the experience replay 
buffer. By using random sampling, a batch of data was extracted from a set of experience replay caches at certain 
time intervals for training. The Critic network was used to estimate bias, and the Adaptive Moment Estimation was 
used to correct the parameters of Actor network and Critic network. The parameters of the target network were 
updated using a soft update strategy. To verify the predictive performance of the algorithm proposed in this article, 
it was compared with traditional RF and SVM algorithm models. The fitting effect and final prediction accuracy 
results are shown in Figures 5 and 6: 
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(year)  

Figure 5: Algorithm model fitting effect 

In Figure 5, the three types of algorithms exhibited different fitting effects in the time series. Overall, the fitting 
results can to some extent reflect the changes in stock market returns under the influence of macroeconomic 
policies. From the specific comparison results, the overall trend of the DDPG algorithm fitting curve was smoother, 
and its fitting results were closer to the true values. Compared to the other two types of algorithms, the DDPG 
algorithm more fully captured the long-term trend of stock market returns. However, methods such as RF and SVM 
have weak generalization ability for temporal data, making it difficult to effectively mine temporal data, resulting in 
significant volatility in fitting results during certain time periods and significant deviations from actual data. The 
DDPG algorithm can better reflect the long-term correlation between economic policies and the stock market, and 
improve the fitting effect. 

 

Figure 6: Prediction accuracy results 

From Figure 6, it can be seen that the DDPG algorithm model in this article had a significant advantage in 
accuracy in predicting the impact of macroeconomic policies on the stock market. The highest prediction accuracy 
of the DDPG algorithm model in the time series was 98.2%, with an average of approximately 94.7%; the highest 
results of SVM and RF algorithm models were 92.4% and 90.5%, respectively, with average values of 
approximately 86.9% and 85.1%. From the specific comparison results, in terms of the average accuracy, 
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compared to SVM and RF algorithm models, the DDPG algorithm model in this article was 7.8% and 9.6% higher, 
respectively. The impact of economic policies on the stock market presents a more complex and dynamic nature. 
The DDPG algorithm can better explore nonlinear correlations in the stock market through continuous learning and 
optimization, thereby effectively improving the prediction accuracy of the impact mechanism. 

(3) Investment return 
Based on the prediction results of the model, the performance of the investment strategy on historical trading 

data was simulated, and the changes in the value of the investment portfolio were calculated for each trading cycle. 
The investment return was analyzed using annualized rate of return and maximum drawdown rate as indicators. 
The calculation formulas are shown in Formulas 14 and 15: 

 𝐴𝑛𝑛𝑢𝑎𝑙𝑖𝑧𝑒𝑑 𝑟𝑒𝑡𝑢𝑟𝑛 = ቀ
௩௔௟௨௘೑

௩௔௟௨௘೔
ቁ

భ

೥
× 100% (14) 

Among them, 𝑣𝑎𝑙𝑢𝑒௜ represents the initial value of the investment portfolio; 𝑣𝑎𝑙𝑢𝑒௙ is the final value of the 
investment portfolio; 𝑧 is the year. 

 𝐷𝑟𝑎𝑤𝑑𝑜𝑤𝑛 = 𝑚𝑎𝑥
௜,௝:௜ழ௝

ቀ
஽௥௔௪ௗ௢௪௡೎ି஽௥௔௪ௗ௢௪௡೛

஽௥௔௪ௗ௢௪௡೎
ቁ × 100% (15) 

Among them, 𝐷𝑟𝑎𝑤𝑑𝑜𝑤𝑛௖ represents the maximum drawdown cycle value; 𝐷𝑟𝑎𝑤𝑑𝑜𝑤𝑛௣ is the maximum value 
during the drawdown period. 

According to Formulas 14 and 15, the changes in investment portfolio value predicted by different algorithm 
models are shown in Figure 7: 

 

Figure 7: Investment return results 

Figure 7A shows the results of the annualized rate of return; 
Figure 7B shows the results of the maximum drawdown rate. 
In Figure 7, the portfolio value fluctuated significantly among the three types of algorithm models, and there were 

significant differences. In Figure 7A, based on the prediction results of the DDPG algorithm model, the highest 
annualized return achieved by the simulated investment strategy in the time series was 3.1%, with an average 
result of approximately 1.3%; based on the prediction results of SVM and RF algorithm models, the highest 
annualized returns achieved by simulating investment strategies in time series were 2% and 2.3%, respectively, 
with average results of about 0.3% and 0.6%. In Figure 7B, the maximum drawdown rate under the DDPG 
algorithm model was 32.4%, with an average result of approximately 27.1%; the maximum drawdown rates under 
the SVM and RF algorithm models were 35.9% and 33.9% respectively, with average results of approximately 30.7% 
and 30.5%. From the overall investment return results, under the prediction results of the DDPG algorithm model, 
the simulated investment strategy generally achieved higher annualized returns and lower maximum drawdown 
rates in the time series. This indicates that the DDPG algorithm is more reliable in predicting stock market trends 
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and changes under the influence of macroeconomic policies. Through timely adjustment and optimization, the 
investment strategy is more robust, effectively improving the value and return of the investment portfolio. 

IV. Discussion 
In the experimental analysis, this article conducted experimental tests from three dimensions: volatility impact 
analysis, prediction accuracy, and investment return analysis. In the analysis of volatility impact, the raw data from 
2000 to 2020 was divided into cycles. From the statistical analysis results, it can be seen that macroeconomic 
policies had a significant impact on the stock market in the time series from 2000 to 2020. In terms of prediction 
accuracy, compared with SVM and RF algorithm models, the DDPG algorithm model achieved more ideal fitting 
effects and prediction accuracy. In investment return analysis, based on the prediction results of the DDPG 
algorithm model, its investment return was more ideal compared to the other two types of algorithms, achieving 
higher annualized returns and lower maximum drawdown rates. 

V. Conclusions 
In the current context of volatile financial markets and frequent macroeconomic policy changes, the challenges of 
predicting and making decisions in the stock market are becoming increasingly significant. Traditional financial 
analysis methods are difficult to accurately and fully understand and predict the impact mechanism of 
macroeconomic policies on stock market volatility. In order to improve the robustness and reliability of investment 
decisions and promote the healthy development of the stock market, this article combined the DDPG algorithm to 
conduct in-depth research on its application in predicting the impact of macroeconomic policies on the stock 
market. The DDPG algorithm model fully revealed the inherent impact mechanism between macroeconomic 
policies and the stock market. Based on its prediction results, investment strategy analysis was conducted, 
effectively achieving an improvement in investment returns. Although the DDPG algorithm can accurately predict 
stock market volatility to a certain extent, there are still limitations in this study. In future research, it can be 
considered to explore more ways to improve the practical application effects of algorithms from the perspective of 
data source characteristics, in order to cope with the ever-changing financial market and enable investors to make 
more scientific and effective trading decisions. 

Funding 
This work was sponsored in part by Shandong Provincial Natural Science Foundation. Project “Research on Macro 
and Micro Mechanisms of PPPs” (ZR2021QG068). 

References 
[1] Onyele, Kingsley Onyekachi, Eberechi B. Ikwuagwu, and Charity Onyekachi-Onyele. "Macroeconomic policies and stock market liquidity: 

Evidence from Nigeria." Economy 7.1 (2020): 25-35. DOI: 10.20448/journal.502.2020.71.25.35 
[2] Keswani, Sarika, and Bharti Wadhwa. "Effect of macroeconomic variables on stock market: a conceptual study." International Journal of 

Management, IT and Engineering 7.10 (2019): 85-106. 
[3] Yu, Sheng, Wei Zhu, and Yong Wang. "Research on Wargame Decision-Making Method Based on Multi-Agent Deep Deterministic Policy 

Gradient." Applied Sciences 13.7 (2023): 4569-4586. DOI:10.3390/app13074569 
[4] Ho, Sin-Yu. "Macroeconomic determinants of stock market development in South Africa." International Journal of Emerging Markets 14.2 

(2019): 322-342. DOI: 10.1108/IJoEM-09-2017-0341 
[5] Hoque, Mohammad Enamul, and Mohd Azlan Shah Zaidi. "The impacts of global economic policy uncertainty on stock market returns in 

regime switching environment: Evidence from sectoral perspectives." International Journal of Finance & Economics 24.2 (2019): 
991-1016. DOI: 10.1002/ijfe.1702 

[6] Celebi, Kaan, and Michaela Honig. "The impact of macroeconomic factors on the German stock market: Evidence for the crisis, pre-and 
post-crisis periods." International Journal of Financial Studies 7.2 (2019): 18-30. DOI: 10.3390/ijfs7020018 

[7] Alam, Isbat, Muhammad Mohsin, Khalid Latif, Muhammad Zia-ur -Rehman. "The Impact of Macroeconomic Factors on Stock Market: An 
Evidence from China and Pakistan." NICE Research Journal 13.2 (2020): 1-26. DOI: 10.51239/nrjss.v0i0.171 

[8] Pal, Santanu, Ajay K Garg, Damir Tokic. "Macroeconomic surprises and stock market responses—A study on Indian stock market." 
Cogent Economics & Finance 7.1(2019): 1-28. DOI: 10.1080/23322039.2019.1598248 

[9] John, Emmanuel Isaac. "Effect of macroeconomic variables on stock market performance in Nigeria." Journal of Economics, 
Management and Trade 22.6 (2019): 1-14. DOI: 10.9734/jemt/2019/v22i630110 

[10] Al-Kandari, Ahmad M., and Sadeq J. Abul. "The impact of macroeconomic variables on stock prices in Kuwait." International Journal of 
Business and Management 14.6 (2019): 99-112. DOI: 10.5539/ijbm.v14n6p99 

[11] Panjapornpon, Chanin, Patcharapol Chinchalongporn, Santi Bardeeniz, Ratthanita Makkayatorn and Witchaya Wongpunnawat. 
"Reinforcement learning control with deep deterministic policy gradient algorithm for multivariable pH process." Processes 10.12 (2022): 
2514-2532. DOI: 10.3390/pr10122514 

[12] Panangaden, Prakash, Sahand Rezaei-Shoshtari, Rosie Zhao, David Meger, Doina Precup. "Policy Gradient Methods in the Presence of 
Symmetries and State Abstractions." Journal of Machine Learning Research 25.71 (2024): 1-57. DOI: 10.48550/arXiv.2305.05666 

[13] Gao, Tianhan, Shen Gao, Jun Xu and Qihui Zhao. "DDRCN: Deep Deterministic Policy Gradient Recommendation Framework Fused 
with Deep Cross Networks." Applied Sciences 13.4 (2023): 2555-2568. DOI: 10.3390/app13042555 



Utilization of Deep Deterministic Policy Gradient (DDPG) Algorithm in Predicting the Impact of Macroeconomic Policies on the Stock Market 

8725 

[14] Zhang, Zhizheng, Jiale Chen, Zhibo Chen, Weiping Li. "Asynchronous episodic deep deterministic policy gradient: Toward continuous 
control in computationally complex environments." IEEE transactions on cybernetics 51.2 (2019): 604-613. DOI: 
10.1109/TCYB.2019.2939174 

[15] Zhou Kaiguo, Xing Ziyu, and Peng Shiyuan. "The Risk Transmission Mechanism between Industry Risks and Macroeconomics in China's 
Stock Market." Financial Research 486.12 (2020): 151-168. 

[16] Wang Ren, and Liu Yuping. "Expectation guidance, policy shocks, and stock market volatility." Statistical study 38.12 (2021): 118-130. 
DOI: 10. 19343 / j. cnki. 11-1302 / c. 2021. 12. 009 

[17] Xu Guangwei, Sun Zheng, and Liu Xing. "The impact of economic policy uncertainty on corporate investment structure bias: empirical 
evidence based on China's EPU index." Management Review 32.1 (2020): 246-261. DOI: CNKI:SUN:ZWGD.0.2020-01-137 

[18] He Di, and Zhou Yong. "Modeling and Analysis of Macroeconomic Factors on Stock Market Liquidity Based on State Space Models." 
Chinese Management Science 27.5 (2019): 42-49. DOI: 10.16381/j.cnki.issn1003-207x.2019.05.005 

[19] Deb, Prokash, Noel Perceval Assogba, and Wenying Li. "Price Volatility Modeling for the Lumber Futures Market: A Generalized 
Autoregressive Conditional Heteroskedasticity-Mixed Data Sampling Approach." Forest Science 69.5 (2023): 510-519. DOI: 
10.1093/forsci/fxad021 

[20] Zhou, Jing, Dong Li, Rui Pan and Hansheng Wang. "Network GARCH model." Statistica Sinica 30.4 (2020): 1723-1740. DOI: 
10.5705/ss.202018.0234 

[21] Endri, Endri, Abidin, Zaenal, Simanjuntak, Torang P, Nurhayati, Immas. "Indonesian stock market volatility: GARCH model." Montenegrin 
Journal of Economics 16.2 (2020): 7-17. DOI:10.14254/1800-5845/2020.16-2.1 

[22] Chang, Ting-Cheng, Hui Wang, and Suyi Yu. "A GARCH model with modified grey prediction model for US stock return volatility." Journal 
of Computational Methods in Sciences and Engineering 19.1 (2019): 197-208. DOI: 10.3233/JCM-180884 

[23] Bouras, Christos, Christina Christou, Rangan Gupta, Tahir Suleman. "Geopolitical risks, returns, and volatility in emerging stock markets: 
Evidence from a panel GARCH model." Emerging Markets Finance and Trade 55.8 (2019): 1841-1856. DOI: 
10.1080/1540496X.2018.1507906 

[24] Wang, Hao-nan, Ning Liu, Yi-yun Zhang, Da-wei Feng, Feng Huang, Dong-sheng Li, et al. "Deep reinforcement learning: a survey." 
Frontiers of Information Technology & Electronic Engineering 21.12 (2020): 1726-1744. DOI: 10.1631/FITEE.1900533 

[25] Moerland, Thomas M., Joost Broekens, Aske Plaat and Catholijn M. Jonker. "Model-based reinforcement learning: A survey." Foundations 
and Trends® in Machine Learning 16.1 (2023): 1-118. DOI: 10.1561/2200000086 

[26] Botvinick, Matthew, Sam Ritter, Jane X. Wang, Zeb Kurth-Nelson, Charles Blundell, Demis Hassabis. "Reinforcement learning, fast and 
slow." Trends in cognitive sciences 23.5 (2019): 408-422. DOI: 10.1016/j.tics.2019.02.006 

[27] Canese, Lorenzo, Cardarilli, Gian Carlo, Luca Di Nunzio, Fazzolari, Rocco, Giardino, Daniele, Marco Re. "Multi-agent reinforcement 
learning: A review of challenges and applications." Applied Sciences 11.11 (2021): 4948-4972. DOI:10.3390/app11114948 

[28] Chang, Bisharat Hussain, Muhammad Saeed Meo, Qasim Raza Syed, Zahida Abro. "Dynamic analysis of the relationship between stock 
prices and macroeconomic variables: An empirical study of Pakistan stock exchange." South Asian Journal of Business Studies 8.3 
(2019): 229-245. DOI: 10.1108/SAJBS-06-2018-0062 

[29] Arshad, Jehangir, Ayesha Khan, Mariam Aftab, Mujtaba Hussain, Ateeq Ur Rehman, Shafiq Ahmad, et al. "Deep Deterministic Policy 
Gradient to Regulate Feedback Control Systems Using Reinforcement Learning." Computers, Materials & Continua 71.1 (2022): 
1153-1169. DOI: 10.32604/cmc.2022.021917 

[30] Baek, Jongchan, Hayoung Jun, Jonghyuk Park, Hakjun Lee, Soohee Han. "Sparse variational deterministic policy gradient for continuous 
real-time control." IEEE Transactions on Industrial Electronics 68.10 (2020): 9800-9810. 10.1109/TIE.2020.3021607 


