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Abstract The author uses the full convolutional neural network model for automatic identification of building crack 
defects. After processing the building crack defect data, the full convolutional neural network model is trained and 
optimized, and the automatic identification effect of the full convolutional neural network model in this paper is 
compared with other methods through experiments. In the calculation of building crack defects, image morphology 
is used to skeletonize the building cracks and calculate the crack length and width. The method is utilized to 
calculate the physical dimensions of building cracks and their static and dynamic distribution. The average training 
and validation accuracies of this paper's model at an initial learning rate of 1e-5 are 95.79% and 95.28%, 
respectively; the maximum training and validation accuracies are 81.15% and 77.77%, respectively; the maximum 
training and validation recalls are 80.81% and 80.48%, respectively; and the maximum training and validation F1 
values are 84.19% and 79.11%, respectively. Its automatic identification effect is better than other methods. The 
relative error of maximum crack width between the model prediction results and real results in this paper is 
2.1%~25.4%, and the relative error of crack length is 26.48%.The distribution ranges of static crack widths at three 
locations are between 1.3~3.4mm, 1.02~2.03mm, and 0.42~1.39mm, respectively. The dynamic crack width and 
area values showed an overall decreasing trend. 
 
Index Terms fully convolutional neural network, image morphology, skeletonization, building cracks, automatic 
identification 

I. Introduction 
For the building, its surface is composed of concrete materials, and it is easy to form cracks in the constant changes 
of the external environment. The reasons for the formation of cracks in addition to floods, earthquakes and other 
natural disasters, mainly including construction technology and construction materials and temperature changes 
and other factors [1], [2]. Concrete is prone to structural deformation, and under the long-term erosion of rain and 
air, resulting in structural corrosion, reducing its load-bearing capacity, thus generating cracks [3], [4]. Prolonged 
overloading leads to uneven stress problems, which can also lead to cracks [5]. Small cracks can affect the 
aesthetics of the building structure and have a psychological impact on the occupants. Cracks with longer length 
and larger width will lead to the reduction of overall structural bearing capacity, deterioration of structural durability 
and seismic performance, shortening the service life of the building, and generating safety hazards [6]-[8]. Most of 
the cracks appear within 1-2 years of structural use, as analyzed by a large number of studies and observations [9], 
[10]. With the passage of time, these cracks will gradually accumulate, leading to a decline in concrete strength, 
the ability of the structure to resist damage from external loads is weakened, and in serious cases, it will lead to 
major injuries and deaths, resulting in unavoidable tragedies in order to safeguard the safety of people and property 
[11]-[14]. Therefore, the detection of crack defects on the surface of the building is of great significance in eliminating 
potential safety hazards. 

As the focus of the building defects identification work, identification of its surface cracks can not only timely repair 
and fill defects to prevent the occurrence of construction hazards, to avoid causing aging or structural damage and 
other problems brought about by economic losses, but also test the quality of the building construction and 
construction materials, the overall quality of the project to monitor the results of the test of the building structure of 
the long-term dynamic safety assessment, and produce safety hazards of the building timely maintenance [15]-[18]. 
In this context, the problem of crack defect identification on building surfaces is studied. Crack defect identification 
can be said to be a very important part of crack detection, for the study of the problem of crack defect identification 
on the surface of the building, each country shows a very important attitude, which is due to the great significance 
of the problem for building maintenance, can effectively improve the overall level of building quality [19], [20]. Most 
of the traditional crack detection methods rely on manual visual inspection, which is not only inefficient, but also 
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easily affected by the subjective experience of the inspectors, resulting in poor accuracy of the detection results. In 
addition, manual inspection is usually accompanied by high labor and time costs, and working at high altitude or in 
hazardous environments increases the safety risk of inspectors. The identification of crack defects in buildings is 
currently evolving from traditional manual methods to intelligent identification methods. 

Literature [21] developed an algorithm automatically used to identify exterior building cracks, mainly based on 
UAS (image collection) + deep learning (image processing and recognition) + photogrammetry (3D model 
construction to improve the clarity of the recognized image). Literature [22] describes an automatic building exterior 
crack inspection software, which is free and easy to use by applying UAV and smartphone camera to collect building 
projections, based on segmentation algorithms to realize concrete crack recognition, and has the function of 
generating quantitative and qualitative reports. Literature [23] provides a real-time building surface defect 
recognition application based on machine learning, 3D scanning techniques, Python programming language, 
PyTorch library, and Zed camera system, which not only recognizes crack defects and damages on the surface, but 
also distinguishes phenomena formed in natural environments such as shadows or stains. Literature [24] 
constructed an image preprocessing algorithm using improved bilateral filtering and created an image classification 
model based on the GhostNet algorithm to locate and identify building build crack defects in 2D pixel localization 
technique with 99% accuracy. Literature [25] automatically identifies the internal cracks of building components 
through ultrasonic sensors, combines GSM and GPS modules for crack localization, and can piece of localization 
information sent to the relevant personnel, and at the same time can realize the monitoring of cracks. Literature [26] 
uses supervised machine learning algorithms to automatically identify defects in granite masonry walls, realizing 
overall identification from individual defect identification, reducing the subjectivity and cost of manual identification. 
Literature [27] collected data from brick masonry walls with different colors, textures and sizes by hand, and 
performed automated brick segmentation and brick wall crack recognition with deep learning networks based on 
image processing techniques. Literature [28] integrated 2D automated phase expansion ultrasound technology and 
mobile machine vision to perform high-precision 2D spectral estimation of images of bridge surface cracks, 
respectively, via filtering and removing low-frequency crack information, to enhance the clarity of automated crack 
information recognition. Literature [29] for concrete surface crack recognition, designed an image segmentation 
method based on the Previtt operator and Osu threshold algorithm, image parameter de-contamination processing, 
combined with support vector machine for automatic image recognition. Literature [30] proposed an improved 
adaptive multi-head self-attention mechanism and coding module of U-Net to form a concrete surface crack 
recognition model, the recognition precision and accuracy were improved by 4.05% and 2.21%, respectively, and 
the crack width was analyzed in combination with orthogonal skeleton method. Literature [31] used UAV 
photogrammetry and digital twin technology for crack identification in cultural heritage buildings and inspected the 
structure, and achieved 83% recognition rate through crack data model construction and crack measurement 
accuracy analysis. 

With the development of deep learning technology, Convolutional Neural Networks (CNN) are also increasingly 
used in the recognition of building cracks. In the field of image recognition, CNN can accurately identify various 
objects in an image by virtue of its powerful feature extraction ability, and can keenly capture the contour, texture 
and other key features of an object from a seemingly cluttered image, which plays a decisive role in deep learning 
to achieve accurate image classification [32]-[34]. Currently, scholars have established different types of CNN 
models for crack detection and achieved fruitful research results. Literature [35] formulated an automatic 
identification and classification process for concrete defects in aging buildings, and the whole process takes building 
images as input conditions and combines 3D modeling and CNN models for defect localization and identification, 
which improves the safety and effectiveness of identification. Literature [36] for self-service robotic inspector of the 
tunnel surface crack recognition for research and development, relying on the CNN model convolutional layer of the 
representation of the ability to deep CNN and heuristic image post-processing techniques were able to realize the 
crack recognition. Literature [37] constructed a deep CNN-based building crack analysis system, including 
classification and segmentation modules, and quantitatively analyzed the image segmentation results with image 
processing techniques, and the recognition accuracy was improved by nearly 6%. Literature [38] used an unmanned 
aerial vehicle to capture images of building facades, and combined the CNN model and the U-Net neural network 
model to classify and segment the captured images respectively, which reduced the image noise and thus improved 
the reliability and efficiency of crack recognition. 

Similarly, literature [39] applied an unmanned aerial vehicle (UAV) to capture images of concrete cracks on 
building surfaces, and constructed multiple CNN models with the support of ResNet50 and YOLOv8, the former for 
classification (more than 99% on average) and the latter for target detection (85% on average), which have a high 
accuracy in identifying and localizing concrete cracks. Literature [40] designed a crack extraction algorithm to 
segment concrete bridge cracks and noise, combining CNN and plain Bayesian data fusion techniques to identify 
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the skeleton and continuous boundaries of cracks. Literature [41] applied a binary classification CNN model to 
automatically identify cracks in concrete structures and fused convolutional feature extraction layer, random forest 
and XGBoost to form a CNN model for automatic prediction of crack depth, which is an important reference for 
structural assessment and repair. 

In this paper, convolutional neural network is applied to the automatic recognition of building cracks, firstly, the 
data of building surface cracks are collected and pre-processed, and the full convolutional neural network is selected 
to segment the building crack images end-to-end at pixel level. Secondly, the recognition effect of the automatic 
recognition model on building crack defects is improved by training and optimizing the full convolutional neural 
network. On the basis of image morphology calculation, the length and width of building cracks are calculated by 
skeletonizing the building crack defects. Finally, the method is applied to examples to calculate the physical 
dimensions of building cracks and analyze their crack static and dynamic distribution characteristics. 

II. Automatic identification of crack defects on building surface based on convolutional 
neural network 

II. A. Convolutional Neural Networks 
Convolutional neural network (CNN) is one of the typical supervised deep learning algorithms [42], and its research 
originated in image processing. In the image domain, it is difficult to achieve good performance with ordinary fully 
connected neural networks. In order to reduce the number of free parameters, CNNs have been proposed and 
successfully applied.LeNet-5 is one of the earliest CNN models, which achieved superior classification scores in 
the MNIST image dataset and greatly contributed to the vigorous development of deep neural networks. Its general 
construction can be summarized as follows: 

(1) In constructing the network, a convolutional layer, a pooling layer, and a fully connected network layer are 
used as the hidden layer. 

(2) The convolutional layer extracts local information through convolution operation. 
(3) The pooling layer improves the spatial robustness of the features and reduces the network complexity by 

downsampling (removing some unimportant features). 
(4) Nonlinear mappings in the network generally use tanh, sigmoid, or Relu functions. 
(5) The last layer (or layers) of the network often uses an ordinary fully connected neural network, which serves 

the purpose of classification. 
Most current convolutional neural networks still use a similar network structure. 
 

II. A. 1) Convolutional layers 
The core idea behind a convolutional layer is that instead of a large, dense linear layer of neurons where there are 
connections between each input and each output, it consists of a number of very small linear layers, each of which 
typically has fewer than 25 inputs (related to the size of the convolutional kernel) and a single output, and which 
can be used in any position. Each small neuron layer is called a convolution kernel, but it is actually a very small 
linear layer that accepts a small number of inputs and serves as a single output. 

Convolutional operations are an efficient strategy for extracting local features from an image. Different convolution 
kernels (templates for convolution operations, also called filters) can extract different local features, and the features 
extracted become more and more abstract (high-level features) as the number of network layers deepens. 

The convolution operation contains three different modes: valid mode, same mode and full mode. There is no 
substantial difference between the different modes of convolution, except that the size of the output image after 
convolution is different, because the same mode and full mode supplement the pixel matrix of the input image with 
different levels of “0” in order to make the output image fit the expected size. 

 
II. A. 2) Pooling layer 
In convolutional neural networks, the most commonly used model is one or more convolutional computation layers 
followed by a pooling layer, which serves to reduce the size of the model, increase the inference speed of the 
network, and effectively prevent overfitting of the network structure. The pooling layer is also commonly referred to 
as downsampling, which is the process of sampling the sequence of features extracted from the convolution at 
regular intervals. In practice, it produces a set of hyperparameters, but the network does not need to learn any 
parameters as it is a fixed set of operations, which is why it brings high efficiency. In addition to this, such an 
operation creates some perturbation in the input image, which helps in improving the robustness of feature 
extraction. 

In early convolutional neural networks, average pooling was more common and as the research progressed, it 
was found that maximum pooling brought better experimental results and hence, it became more popular to use 
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maximum pooling in current convolutional neural networks. An intuitive understanding of maximum pooling is that if 
a feature of the input data is extracted in the pooling window, its maximum value is retained as the output of the 
pooling layer, because the larger the value is, it means that the neural network has extracted some specific feature. 
If this feature is not extracted, it may not actually exist, then the maximum value in the pooling window is still very 
small, so using maximum pooling has a good feature differentiation effect. 
II. A. 3) Activation function 
Activation functions, also called transfer functions, are nonlinear functions that are being applied between 
convolution and pooling operations. Such a function is very important as it enhances the representation and 
classification ability of the network by accomplishing a nonlinear transformation of the input data. Early perceptron 
models lacked a nonlinear activation function, and although the number of network layers was increasing, the output 
values were nothing more than linear combinations of the input data, and thus their data representation ability was 
limited and they were unable to simulate nonlinear mapping relationships of complex features. In addition, as the 
number of network layers deepens, the linear transformation causes the input data to expand, the network cannot 
achieve convergence, and the output values become meaningless. Therefore the direct effect of the activation 
function is to compress the input data from an infinite space to a very small space, such as between 0 and 1, at 
which point the output of a single neuron can be interpreted as a probability, thus accomplishing the prediction of 
the input data. 

For a nonlinear function to be used as an activation function, several constraints need to be met: 
(1) The domain of definition is infinite and the function must be continuous, because the activation function must 

produce a definite output for any number, otherwise the neurons in the network will “die” (fail badly). 
(2) The function is monotonic as far as possible and cannot change direction, meaning that the activation function 

cannot output the same value for different inputs. This is because when a neural network learns, it is actually finding 
the correct configuration of weights for a particular output. If there is more than one correct answer, the output 
becomes very difficult. 

(3) The activation function and its derivatives can be computed efficiently. Because the activation function needs 
to be called repeatedly, it is not desired to compute it too slowly when faced with hundreds of millions of network 
parameters. Currently, the common activation functions that can satisfy these constraints are Sigmoid, Relu, and 
Tanh. Among them, the Relu function is the most frequently used one, and its expression is shown in (1): 

 ( ) max(0, )f x x  (1) 

Compared to Sigmoid and Tanh, Relu eschews complex exponential operations and is more efficient in its 
calculations. 

 
II. A. 4) Full connectivity layer 
The fully connected layer is located at the end of the convolutional neural network, the actual operation, it will be 
the output of the network's feature map spread into a number of one-dimensional vector. 

This operation causes each feature map to be highly condensed into each number, and finally these numbers are 
provided to a classifier, which weights and sums them according to the importance of the features in each dimension, 
and the resulting output is the predicted probability for the same target (e.g., cats and dogs). This classifier is the 
common Softmax as shown in equation (2): 
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where jP  is the regression function for class j  in the model, representing the probability of occurrence of class 

j , and n  is the number of classes of training samples in the neural network. In this way the model completes the 

classification of the input image. 
 
II. B. Data processing of crack defects on building surfaces 
II. B. 1) Building surface crack image data acquisition 
Building surface crack defect recognition through deep learning first requires the acquisition of image data of crack 
defects on the building surface, and then the sampling and quantification of the acquired images are carried out in 
order to realize the digitization of the defect images. 

The acquisition of image data of crack defects is mainly carried out in three aspects, the collection of crack defect 



Research on Automatic Identification Algorithm for Building Crack Defects Based on Convolutional Neural Networks 

1779 

images by manual field acquisition, the collection of crack defect images in the laboratory, and the collection of 
crack defect images by drones. 

Among them, the manual field acquisition method is simpler, and the images are mainly acquired manually, using 
a PA line scan camera as the tool. 

When image acquisition is carried out in the laboratory, the main purpose is to collect image data from 
experiments related to the flexural resistance of concrete beams in buildings, and the acquisition tool is a SLR digital 
camera, model Canon EOS T08. 

When the images of crack defects were acquired by UAV, the model of the vehicle used was RTK M012, on which 
an aerial camera was paired with the specific model XS1-4. 

In order to make the training model generalization ability and robust ability stronger, the image diversity needs to 
be fully considered when the defect images are acquired. Some of the images are acquired at a distance of 0.5 m 
or less, and the remaining images are acquired at a distance of 0.5-1 m. Shadows, light and other influencing factors 
are taken into account during acquisition. 

A total of 300 images with a pixel resolution of 4806 × 3654 were acquired by manual field acquisition, 120 images 
with a resolution of 2253 × 1865 were acquired in the laboratory, and 360 images with a pixel resolution of 4 468 × 
3846 were acquired by drone acquisition.700 of the acquired images were used in model testing, validation, and 
training process, and the remaining images were used to implement secondary testing. In order to increase the 
number of data in the overall dataset and to achieve higher recognition accuracy of the model, image cropping was 
performed on the collected images to achieve a pixel resolution of 150×150, and the defective images were 
automatically cropped by the window sliding segmentation algorithm in Python. Then some of the background 
images that do not contain crack defects and concrete are eliminated, and finally the images are labeled with crack 
defect-free images and crack defect images as a database for testing, verification, and training. A total of 20000 
images are available in the constructed crack defect image database. Random selection is performed among them 
to generate the test set, validation set, and training set. This step of cropping ensures that the database is richer in 
data and contains a wider range of image types, such as large crack defects, small crack defects, edge cracks, 
distorted cracks, and crack-free defect images such as bumps, textures, and scratches. 

In order to better understand the building surface crack image data, the dimensionality reduction visualization of 
the dataset is implemented through t-distributed neighborhood random embedding. Sampling and quantization of 
the acquired images, the specific process of digitization processing is shown in Figure 1. 
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Figure 1: Specific process of digital processing 

II. B. 2) Pre-processing of building surface crack image data 
For the image data obtained after the digitization process, it is also necessary to pre-process it, and the specific 
steps include threshold segmentation processing, filtering processing and enhancement processing. 

(1) Threshold segmentation processing 
Threshold segmentation processing uses the OSTU automatic segmentation method [43], which belongs to the 

parameter automatic selection of global segmentation, mainly using the image gray scale statistics to obtain the 
gray scale histogram, and to maximize the interclass variance objective of the threshold to solve the threshold, the 
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threshold as a criterion to classify the image pixels, which are divided into two types: background and foreground. 
Firstly, the actual gray level expectation of the first type of pixel point is calculated, i.e.: 

 1
0

k

i
i

P p


  (3) 

where, iP  represents the actual gray level expectation of the pixel point of the 1st kind, ip  represents the actual 

frequency of occurrence of the pixel whose gray level is i   in the image, k   represents a certain gray level 
threshold.  

And the actual gray level expectation of the 2nd kind of pixel point is calculated, i.e: 
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where 2P   denotes the actual grayscale expectation of the 2nd kind of pixel point, and L   denotes the 

corresponding number of gray levels in the grayscale space.  
Then the actual weighted expectation of the pixel point of the 1st kind is calculated: 
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and calculate the corresponding weighted expectation of all pixel points in the image: 
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Finally, the actual interclass variance of the two pixels is calculated, i.e: 

 2 2
1 2 (2 )B k GP P m m      (7) 

where 2
B  denotes the actual interclass variance of the two pixels.  

(2) Filtering process  
The filter selected for filtering processing is LPF filter, and the specific filtering process is as follows:  
The expression of the filter function is specified as follows: 
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where ( , )H u v   represents the filter function, oD   represents the cutoff frequency, and ( , )D x y   represents the 

frequency domain coordinates.  
The expression for the frequency domain function is specified as follows: 

 2 2( , )D u v u v   (9) 

where ,u v  represents the left and right coordinates of the frequency domain pixels.  
The post-frequency domain filter function is computed according to the above equation: 

 ( , ) ( , ) ( , )F u v H u v F u v    (10) 

where ( , )F u v  represents the post-frequency domain filtering function.  
Finally the corresponding function after the original spatial domain filtering is calculated: 
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where ( , )f x y   represents the corresponding function after filtering in the original spatial domain and ,M N  
represents the filtering threshold.  

(3) Enhancement Processing  



Research on Automatic Identification Algorithm for Building Crack Defects Based on Convolutional Neural Networks 

1781 

The enhancement processing uses the adaptive enhancement method, and the specific processing steps are as 
follows:  

Firstly, the total value of the expected gray level of the crack image is calculated, and the specific calculation 
formula is as follows: 
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where,   represents the total value of the desired gray level of the crack image.  
Finally the adaptive enhancement of the image is implemented as follows: 
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where ( , )g x y  denotes the coordinates of the image after adaptive enhancement, maxf   denotes the maximum 

value of the corresponding function after filtering in the original spatial domain, and minf   denotes the minimum 

value of the corresponding function after filtering in the original spatial domain. 
 
II. C. Fully Convolutional Neural Networks 
In 2015, Long et al. proposed a pixel-level segmentation method that can realize end-to-end segmentation, called 
full convolutional neural network (FCN), compared with the traditional semantic segmentation method of 
convolutional neural network, the input of full convolutional neural network can be an image of arbitrary size, which 
can reduce the complex process of image preprocessing, and is more conducive to the transformation of deep 
learning results and application in real life. 
 
II. C. 1) FCN Network Architecture 
FCN network improves the original CNN network [44], the first 5 convolutional layers after the image input are the 
same as CNN, but the fully connected layers of the model are discarded in favor of a convolutional layer, after the 
convolutional layer the output is still outputted as a two-dimensional digital image matrix, and then the featured 
image is restored to the input image size by the bilinear interpolation method, and finally the classification of 
individual pixels is computed to obtain the segmentation results. 

The three most significant features of FCN are: full convolutionalization, upsampling and jump structure. 
(1) Full Convolutionalization 
Fully convolutionalization means that all fully connected layers in the network structure are replaced by 

convolutional layers, and the output is changed from a one-dimensional vector to a two-dimensional matrix, and the 
feature image is reduced to the size of the input image through the inverse convolutional layer. 

(2) Up-sampling 
The upsampling operation is also known as deconvolution. Inverse convolution is not a simple inverse operation 

of convolution, but more accurately, it should be said that the upsampling is a transposed convolution. In order to 
achieve end-to-end pixel-level prediction, the size of the feature mapping is restored to the original input image size 
by up-sampling. Inverse convolution is a simple and reliable up-sampling method to convert small sparse matrices 
into large dense matrices.FCN uses bilinear interpolation, which is easy to implement and computationally small 
but tends to ignore some details. The output size of upsampling can be calculated by the following formula. The 
specific formula is shown in (14): 

 ( 1) 2o s i k p     (14) 

where, s  denotes the step size, k  is the convolution kernel size and p  is the image filling method. 
(3) Jump structure 
In the convolutional neural network, the network output resolution of the gradual layer is higher, retaining more 

detailed information, but with the increase of the number of layers, the deeper layers of the network learning features 
become more abstract, the resolution of the output feature maps is low, and the details are lost every time the 
downsampling operation is performed, which will result in the consequences of poor segmentation effect and low 
accuracy. The jump structure is to fuse the feature maps of different layers, effectively combining the information of 
the shallow network with that of the deep network, and then carry out the anti-convolution operation for optimization, 
which solves the problem of information loss to a certain extent. 
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II. C. 2) UNet network structure 
UNet model is a full convolutional neural network improved on the basis of FCN, which has the features of small 
samples, fast detection and good segmentation, and was widely used in medicine at the beginning of its 
invention.The UNet shape is clean and refreshing, and happens to resemble the shape of a U, so it is called UNet 
network structure, which consists of left and right halves, with compression channel in the left half, and expansion 
channel in the right half. The compression channel is the most common convolutional neural network structure, 
which utilizes a structure consisting of two convolutional layers and a maximum pooling layer for downsampling four 
times, and after maximum pooling, the feature map doubles in dimension. In the expansion channel, one upsampling 
operation is performed first, where the dimension of the feature map is reduced by a factor of two, and then it is 
spliced with the cropped feature map of the corresponding compression channel, which is completed to obtain a 
feature map that is twice as large as the previous one, and then it continues to use the two convolutional layers for 
feature extraction and repeats the operation of the above structure. Finally, for the output layer, two convolutional 
layers are used to transform the 64-dimensional feature map into a 2-dimensional output map. 

The structural model of UNet network follows the idea of FCN semantic segmentation, reading features through 
convolutional and pooling layers, and then reducing the image to the input size through the up-sampling layer. 
Moreover, UNet skillfully integrates the advantages of encoding-decoding structure and hopping network, which 
makes the model structure more perfect. 

 
II. C. 3) Improved UNet network architecture 
Semantic segmentation is one of the important research directions in the field of target detection, which enables 
pixel-level target detection. Semantic segmentation consists of encoder and decoder. The encoder utilizes a 
convolutional layer to input the features of the image, and the pooling layer approach reduces the size and speed 
of the feature reading and reduces the burden of network computation. The decoder, on the other hand, utilizes the 
inverse convolution method to restore the feature image to the input image size and predict the result. 

In this paper, Res UNet is applied to bridge crack recognition for the first time. Compared with traditional neural 
networks, the biggest difference of ResNet is that the input is added to the output, which has the same effect as 
fusing the feature information of the lowest layer to the upper layer. When the network training layer is deeper, it 
also means that more features can be extracted and better express the image semantics, but at the same time, it 
will face serious gradient disappearance and network degradation problems. The addition of the residual block 
perfectly solves this problem network is difficult to optimize. The traditional module and the residual module are 
shown in Fig. 2, compared with the traditional module, the residual module adds a constant shortcut link. Where 

( )H x  is the optimal mapping, ( )F x  is the residual mapping, and ( ) ( )H x F x x  . This makes it easier to learn 
( )F x  by switching from learning of ( )H x  to learning of ( )F x . 
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Figure 2: Traditional module and residual module 

In this paper, we have utilized to incorporate Residual module (residual module) into UNet network and to identify 
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and detect bridge cracks. The crack pixels and background pixels are segmented from the input image.Res UNet 
network is a semantic segmentation network model based on Res Net and UNet, and its structure type is largely 
similar to UNet.Res UNet network consists of three parts: encoder, connector and decoder. The decoder is 
composed of 3 residual modules and its main role is to decode the input image and read the features, which is the 
process of downsampling. Connector is applied to connect the information propagation path between encoder and 
decoder. Decoder is applied to the process of image recovery, the principle is to classify each pixel in the image, 
mainly consists of 3 decoding modules, each decoding module includes batch normalization, ReLu layer and inverse 
convolution layer. The inclusion of residual networks into the UNet model effectively overcomes the problems of 
overfitting, parameter redundancy, and depth model degradation due to the excessive number of network layers. 
Moreover, due to the inclusion of residual blocks, the training speed is greatly improved, which also enables the 
network to ensure high loss accuracy while preserving fewer parameters. The network structure is shown in Fig. 3. 
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III. Improved UNet network for automatic identification of building crack defects 
The training process was performed on a workstation with a high-performance GPU (Geforce GTX 1080TI) and 
CPU (Intel Core i7, 3.60 GHz 8), where the GPU is capable of massively parallel computation and the CPU is used 
for network model updating. The code was written in Python 3.5 and the virtual environment was built with 
TensorFlow 1.4 and Numpy 1.14, a configuration that ensures that the training process can be executed on both 
Windows and Linux systems. 
 
III. A. Full Convolutional Neural Network Model Training 
The full convolutional neural network model designed in this paper, when the initial learning rate is 1e-5, the network 
is shown in Fig. 4(a) for the training and validation sets, the variation of accuracy in each time period, the average 
of accuracy in the training phase is 95.79% and the average of accuracy in the validation phase is 95.28%. When 
the initial learning rate is 1e-5, in Figs. 4(b), (c), and (d), the maximum precision, recall, and F1 score in the training 
phase are 81.15%, 80.81%, and 84.19%, respectively. The maximum precision, recall and F1 in the validation phase 
are 77.77%, 80.48% and 79.11%, respectively. Therefore, in practical applications, the initial learning rate can be 
set to 10-4 for crack identification, and although the full convolutional neural network algorithm in this paper performs 
better than random structure forest and convolutional neural network modeling, its performance is not as good as 
that of CrackNet with precision, recall, and F1 scores of 90.56%, 87.96%, and 88.95%, respectively The results are 
good. The gap between the training and validation data can be seen in Fig. 4 and it is found that overfitting occurs 
after 15 times of training with all the samples in the training set, which can be caused by fewer types and number 
of cracks in the dataset. 

  

(a) Accuracy (b) Precision 

  

(c) Recall (d) F1 

Figure 4: Evaluation index 
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Although the accuracy of the full convolutional neural network algorithm in this paper did not reach the expected 
maximum, the training time was significantly shorter. Compared to CrackNet's 9-day training time, after 600 
iterations, the full convolutional neural network in this paper completed 1200 iterations in less than an hour. 

 
III. B. Comparison of experimental results for crack identification 
For the images of building cracks collected as training samples in equally complex environments, the accuracy of 
detection can reach 98.26%, and the experimental structure of the precision, recall and F1 score of its trained 
network model on the validation set is shown in Table 1. The evaluation index of this paper's full convolutional neural 
network algorithm is similar to the results of other three classical algorithms Random Structure Forest, CNN and 
CrackNet for crack detection, but the advantage of this paper's full convolutional neural network algorithm model on 
the one hand does not have to require all the training images and test images to have the same size. On the other 
hand it is more efficient and does not need to classify each image block, which can significantly reduce the training 
time. 

Table 1: Crack identification comparison 

Identification algorithm Precision Recall F1 

Canny 0.452 0.734 0.482 

Random structure forest 0.763 0.864 0.853 

CNN 0.806 0.857 0.833 

CrackNet 0.911 0.889 0.878 

Ours 0.857 0.809 0.813 

IV. Calculation of crack characteristics for images of building walls 
IV. A. Image morphological operations 
A common processing method used in crack recognition is the mathematical morphology operation. Mathematical 
morphology is similar to convolutional neural network and also has a filter in convolutional neural network but in 
mathematical morphology it is called structural element which is the basic unit of traversal scanning image 
processing. In mathematical morphology, the point is able to obtain specific image information by moving through 
the image and performing pixel calculations. Depending on the different purposes of our image operations, we can 
choose structural elements of different colors, sizes and shapes for detection. 

In preliminary image processing, we most often use expansion and erosion operations. With the research scholars 
it is found that the combination of two operations in sequential order will be more effective when used in combination, 
i.e., open and closed operations. 

(1) Erosion operation 
The definition of corrosion operation is to use the structure element to move and judge in the target image, if it 

meets the requirements, the point will be included in the output results, and then slide scanning the whole map to 
find out all the pixel points to meet the requirements of the collection of pixel points that is the result obtained by the 
corrosion process. The essence is to find out the pixel position points of the original image with the same sliding 
structure. 

The specific process of erosion operation is to move the structure element B on X along axes x   and y  
respectively, which is similar to the convolution process. When the structure element B is moved to pixel ( , )x y  in 
the image X corresponding to the origin, the pixel ( , )x y  is assigned a value of 1 if B is contained in the image X at 
point ( , )x y , otherwise it is 0. The specific expression is as follows: 

 { , | ( ) }xyX B x y B X    (15) 

where,   represents the corrosion operation.  
In the crack recognition study, the corrosion operation will reduce the range boundary of the crack region, and 

the tiny points in the image will be reduced to none, so as to eliminate the tiny points. In practice, we can find that 
after the corrosion operation, although the fine objects and points are eliminated, the area of the crack itself is also 
reduced, so the expansion operation is also needed to restore the crack area. 

(2) Expansion operation 
The definition of the expansion operation is similar to that of the corrosion operation [45], the difference is that 

the judgment criterion of the expansion operation is that as long as a region in the original image contains a structural 
element, then the origin position of the structural element will be marked, and the sliding scanning of the whole 
image to find out all the points that meet the requirements of the set of points that is the result of the expansion 
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operation. The essence is to find out the points that contain structural elements in the original image. 
The specific process of the expansion operation is to move the structure element B on X along axes x  and y , 

respectively, and again, this moving process is similar to the convolution process. When the structure element B is 
moved to pixel element ( , )x y  in the image X corresponding to the origin, if B overlaps with image A at point ( , )x y , 
then the pixel element ( , )x y  is assigned a value of 1, otherwise it is 0. The specific expression is as follows: 

 { , | ( ) }xyX B x y B X      (16) 

where   represents the expansion operation.  
It can be seen that the erosion operation is equivalent to a contraction of the boundary of the crack region, while 

the expansion operation is equivalent to an expansion of the boundary of the crack region. The expansion operation 
is similar to the erosion operation in that it expands the crack region by doing a sliding traversal of each pixel in the 
image using a numerical matrix. The expansion operation can reconnect the disconnected regions caused by the 
prediction error of the neural network, so that the whole region has more continuity, which can be used to repair the 
fracture error caused by the crack segmentation process. Similar to the corrosion operation, the crack region will 
be enlarged and distorted after the expansion operation, so it needs to be used together with the corrosion operation. 

(3) Open and close operation 
The open operation is to rot the candle first, and then expand. 
Open operation can make the image contour becomes smooth, does not change the crack area and can remove 

the crack surface protrusions and burrs, but also can eliminate the image of small dots and disconnect the narrow 
connectivity domain, its specific mathematical expressions are as follows: 

 ( )A B A B B    (17) 

The closed operation is to expand and then erode. 
Closed operation is able to fill the holes in the cracked regions of the original image, and also has the function of 

smoothing the junction of cracked and non-cracked regions as well as connecting two non-connected regions. The 
mathematical expression for the closure operation is: 

 ( )A B A B B     (18) 

In this study of crack recognition, the open and close operation can effectively improve the task of analyzing the 
crack segmentation map with the comparison between the original segmentation image of the crack and the open 
and close operation. 

 
IV. B. Skeletonization for crack length and width 
IV. B. 1) Morphological skeletonization of crack images 
The purpose of skeletonizing cracks is to transform the cracks at the pixel level to provide a clear visualization of 
single pixel width cracks and their topology, and the acquired crack skeleton can be used as an important indicator 
for structural health monitoring of bridges. Skeletonization methods for images include the mid-axis method, the 
Hilditch algorithm, and the axis refinement algorithm. In this study, the central axis method can accurately remove 
the boundary of each crack, and the inspectors can use the central axis algorithm to quickly and accurately extract 
the crack skeleton. 

Skeletonization is a commonly used method in image processing [46], which can be used as an algorithm for 
describing the key structure of a crack image and to realize the skeleton extraction of cracks by turning multi-pixel-
width cracks into cracks with only a unit pixel width. The skeletonization of crack images can highlight the crack 
features more effectively as well as facilitate the calculation of information such as the length, width, morphology, 
and direction of the cracks. 

 
IV. B. 2) Calculation of crack length and width 
Full Convolutional Neural Network Prediction Image After the skeletonization is completed, the essence of the image 
is actually a set of two-dimensional arrays in which the numerical matrix pixel points are able to express the 
information about the horizontal and vertical coordinates of the skeleton of the crack image, 0,1, 2,...,i n . 

On this basis, the specific calculation process of the length, maximum width, and average width of the crack in 
the image crack recognition analysis is shown below:  

(1) Length of crack  
In the calculation of crack length, the length direction of the crack skeleton pixel in the continuous region is 

summed up, and the final result is the length of the crack. Assuming that the length of the crack is l , the formula 
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for calculating the crack length is shown in equation (19): 

 2 22
1 1

1

( ) ( )
n

i i i i
i

l x x y y 


     (19) 

(2) Maximum width of the crack 
And the width of the crack is the vertical distance between the two boundaries of the predicted crack image before 

skeletonization. 
Any point in a crack image can be represented as a matrix pixel coordinate point, 0,1, 2,...,i n , 0,1, 2,...,k n . 

Let us assume that the boundary pixel coordinates of the lower edge of the crack in column k  are ( , ( , ))i Z i k , then 
the width of the vertical crack pixel located in that column is ( )P k . The formula for ( )P k  is as follows: 

 ( ) ( , ) ( , )P k Z i k Z j k   (20) 

At the same time we set 
( , ) ( , )

( )
2

z i k z j k
M k


  and the crack inclination is ( )k , then ( )k  is calculated as 

follows: 

 
( 1) ( 1)

( ) arctan( )
2

M k M k
k   

  (21) 

Then the pixel width ( )W k  of the crack is: 

 ( ) ( ) cos( ( ))W k P k k   (22) 

Finally, just take the maximum value among all the obtained crack pixel widths. 

V. Quantitative crack analysis 
V. A. Calculation of physical dimensions of cracks 
In order to test the performance of the algorithm in this paper, a skeleton is generated based on the framework 
proposed in this paper and four metrics, namely, crack length, area, average width and maximum width, are 
quantified using 100 detected images. The comparison between the predicted and real results is shown in Fig. 5. It 
is evident from the distribution of points along the centerline. In Fig. 5(d), it can be seen that the crack maximum 
width measurements are roughly distributed around the centerline, and the corresponding relative errors are in the 
range of 2.1% to 25.4%, indicating that the test results can meet the expectations. From Fig. 5(a)(b), it can be seen 
that the accuracy of crack area and length is generally large, 68% of the measured crack area is higher than the 
area of the labeled cracks, 55% of the measured crack length is higher than the length of the labeled cracks, and 
the relative error of the crack length is 26.48%. In Fig. 5(c), the distribution of crack mean width is more dispersed 
relative to the other parameters. Since the crack mean width is calculated by dividing the crack area by the crack 
length, this situation proves the measurement bias of the crack mean width, i.e., a certain crack width may be 
calculated from different area and length values, resulting in an uneven distribution in the end. 

  

(a) Crack area (b) Crack length 
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(c) Crack mean width (d) Crack max area 

Figure 5: Comparison of crack quantifications at a pixel level 

V. B. Analysis of experimental results for crack quantification 
V. B. 1) Static distribution of cracks 
The pixel size of the image for this experiment is 4112×3008 pixels, and the camera is used to take a picture of the 
main crack area of the final damage pattern of the concrete beam. However, since the original crack pixels are too 
large for deep learning to recognize accurately, they need to be cropped before quantitative analysis. In this 
experiment, Photoshop software was used to crop the photographed images one by one according to the crack 
region using a 500×500 pixel frame, so that most of the crack regions were included. The final damage surface of 
the main crack region A was cropped into 4 parts labeled as A-1, A-2, and A-3. 

In order to verify the accuracy of the trained full convolutional neural network model of this paper to output the 
crack quantization data, since the pixels of the cropped image are 500×500 pixels and the area of the crack on the 
surface of the close-up beam is 50mm×50mm. therefore, the correlation between the pixel value and the actual size 
is established, which yields that a single pixel represents the value of the actual length of 0.1mm, so as to establish 
the link between the pixel value and the actual size.A-1~A -3 The quantization results are shown in Fig. 6, and the 
results of the quantized and measured values of the characteristic parameters are shown in Table 2. 

From Fig. 6 and Table 2, it can be seen that when the concrete beam reaches the ultimate load damage, the 
width distribution of Fig. A-1, which is nearest to the crack initiation point, ranges from 1.3 to 3.4 mm, and the widths 
of A-2 and A-3 cracks are distributed between 1.02 and 2.03 mm and 0.42 and 1.39 mm, respectively. The surface 
cracks in the main crack region decreased in parameters such as area, average width, and maximum width from 
the crack opening to the crack boundary. Although the internal width distribution of each crack is complex, there is 
an overall decreasing trend, and the crack width gradually decreases along the crack extension direction, indicating 
that the more complex the crack distribution is along the crack extension direction. 

When the experiment is finished, the characteristic parameters of the above crack areas are measured by the 
crack measuring device respectively. By comparing the results with those obtained after deep learning segmentation, 
it is found that the error values of crack area and length are gradually reduced, mainly because the orientation angle 
of the cracks along the extended area is reduced and the crack extension tends to be stabilized. For the average 
and maximum widths, the accuracy is high. 

   

(a) A-1 (b) A-2 (c) A-3 

Figure 6: Length along centerline  
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Table 2: Comparison of quantitative parameters and measured values of fractures 

Quantitative index 
Fracture number 

A-1 A-2 A-3 

Area (mm2) 

Model segmentation 97.8 77.4 43.2 

Tool measurement 105.6 79.5 44.1 

Error (%) -7.4 -2.6 -2.0 

Length (mm) 

Model segmentation 45.3 42.2 39.6 

Tool measurement 43.2 40.8 38.5 

Error (%) 4.9 3.4 2.9 

Orientation Angle (°) 

Model segmentation 14.6 9.5 8.5 

Tool measurement 13.7 9.1 8.9 

Error (%) 6.6 4.4 -4.5 

Mean width (mm) 

Model segmentation 3.3 2.1 0.7 

Tool measurement 3.1 2.1 0.7 

Error (%) 6.5 0 0 

Max width (mm) 

Model segmentation 2.4 1.6 0.6 

Tool measurement 2.2 1.6 0.6 

Error (%) 9.1 0 0 

 
V. B. 2) Dynamic distribution of cracks 
When the load gradually reaches the ultimate load this process is actually the dynamic process of cracks from 
nothing to something, for the cracks from cracking to cracks gradually become wider to the concrete surface spalling, 
the experimental beams completely destroyed. For the B main crack region, it is also cropped into three sheets of 
500×500 pixels, named B-1, B-2 and B-3, respectively, and the quantitative result map is shown in Fig. 7, and the 
statistical values of each characteristic parameter value are shown in Table 3. 

The crack width and area values show an overall decreasing trend, and when the length range along the 
centerline is between 40 and 50 mm, both the area and width values are significantly higher than in other areas. It 
is only due to the occurrence of localized spalling phenomenon that the area and width values appear to increase. 
With the direction of crack expansion, its parameters also appear to gradually reduce the trend, when the length 
reaches 100mm, at this time the cracks are fine cracks, the width are less than 1mm. 

   

(a) B-1 (b) B-2 (c) B-3 

Figure 7: B crack quantification map of the main fracture area 

Table 3: B main fracture area fracture quantitative parameters 

Number Area/mm2 Length/mm Angle/° Max width/mm Mean width/mm 

B-1 82.4 40.3 13.6 2.5 2.0 

B-2 68.2 53.2 58.4 3.4 2.0 

B-3 27.5 55.7 4.5 1.7 1.0 
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VI. Conclusion 
In this paper, in order to achieve automatic identification of building crack defects, a full convolutional neural network 
is selected for end-to-end pixel-level segmentation of building cracks, and the full convolutional neural network 
model is trained and optimized. The image morphology calculation is used to skeletonize the building crack defects 
so as to calculate the crack features. 

(1) The training average accuracy, maximum precision, recall and F1 value of the full convolutional neural network 
model in this paper are 95.79%, 81.15%, 80.81% and 84.19% when the initial learning rate is 1e-5. The validation 
average accuracy, maximum precision, recall and F1 value are 95.28%, 77.77%, 80.48% and 79.11%, respectively. 
Taken together, the model in this paper outperforms the other models. 

(2) The relative errors of the maximum width of cracks between the model prediction results and the real results 
in this paper range from 2.1% to 25.4%. The overall accuracy of crack area and length is large, 68% of the measured 
crack area is higher than the area of the labeled crack, and the relative error of crack length is 26.48%. Taking 
concrete beam cracks as an example, the distribution of static crack widths ranged from 1.3 to 3.4 mm, 1.02 to 2.03 
mm, and 0.42 to 1.39 mm. The dynamic crack width and area values decreased gradually as a whole. 
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