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Abstract This paper proposes an intelligent algorithm-supported design framework for athletes' physical fitness 
improvement paths, aiming to optimize the training program by grouping data mining techniques and clustering 
algorithms. Eight training groups of athletes from different regions of city A were selected as research objects, and 
the Apriori algorithm was used for in-depth correlation analysis of physical fitness data. K-means clustering algorithm 
was introduced to determine the grouping for the athletes' physical fitness data, and personalized training programs 
were formulated relying on the characteristics of each group. Ten athletes were randomly selected for investigation, 
the average number of times the heart rate of the ten athletes fell in the effective interval without program guidance 
was 8.2 times, and the average value of the number of times the heart rate of the ten athletes fell in the safe and 
effective interval under the personalized training program was 9.8 times, which is 19.51% more than that of the 
training without program guidance, which indicates that the intelligent algorithm provides a scientific and precise 
path design for the improvement of athletes' physical fitness. 
 
Index Terms data mining, sports training optimization, K-means clustering, Apriori algorithm 

I. Introduction 
Physical training is the core part of competitive sports, and it is also an important guarantee for competitive sports 
to achieve excellent results. At present, the main way of athletes' physical training is specialized physical training, 
including strength training, speed training, endurance training and flexibility training [1]. Specialized physical training 
is an all-round practice of athletes' physical quality and sports skills under special sports load [2]. Although 
specialized physical training can help improve athletes' physical quality, it can also negatively affect athletes' 
physiological functions, thus reducing athletes' performance [3], [4]. Therefore, individualized programs need to be 
developed in conjunction with specialized physical training to improve athletic performance. However, although 
traditional physical training methods play an important role in improving athletes' physical performance, they are 
monotonous and repetitive, which can easily lead to athletes' boredom and affect the motivation and durability of 
participation in training [5]-[7]. And the lack of timely and effective feedback mechanism in the training process, 
resulting in students can not understand their training status and progress in a timely manner, and can not be 
adjusted according to the feedback of the training program and methods, also limiting the enhancement of the 
training effect of the space and the sustainability of the development of [8]-[10]. 

With the rapid development of information technology, the current application of information technology in athletes' 
physical training has become an inevitable trend, such as artificial intelligence, big data, the Internet of Things and 
cloud computing and other information technology in physical training has become possible. Information technology 
through algorithms, and relying on intelligent sports equipment real-time monitoring of the athlete's physiological 
and sports data, with the depth of the analysis of data information, accurate prediction of the future intensity of the 
exercise, to develop the optimal personalized program of the participants [11], [12]. On the one hand, it can provide 
accurate real-time monitoring and feedback to accurately obtain the required body indexes of the participants during 
training and improve the efficiency and effectiveness of training [13], [14]. On the other hand, the feedback data 
can be quantified, and based on the effective feedback data, the abnormalities of the body indexes during the 
training process can be detected in a timely manner, which ensures the safety of the participants and reduces the 
potential risks [15]-[17]. Under scientific guidance, students can gradually realize the physical fitness goals and 
achieve the best training effect. 

First, information technology plays an important role in monitoring and assessing athletes' physical fitness. For 
example, heart rate monitoring equipment not only records data, but also captures subtle changes in heart rate in 
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real time at various stages of training, which helps to reveal their cardiovascular function and endurance status. 
Schneider, C. et al. analyzed the response factors affecting heart rate measurements in athletes and never designed 
more effective heuristic heart rate measurements to provide scientific guidance and support for athletes' sport 
practices, including training [18]. Gajda, R. et al. explored the strengths and weaknesses of existing heart rate 
monitoring devices in assessing heart rate and rhythm in endurance athletes and incorporated expert 
recommendations to construct an improved heart rate monitoring system to provide athletes with the implementation 
of reliable exercise diagnostics [19]. Hernando, D. et al. assessed heart rate variability and heart rate intervals 
during physical activity in athletes using a wearable heart rate monitoring device to inform athlete training by 
calculating the correlation, reliability, and consistency between the two at different exercise intensities [20]. Gajda, 
R. et al. showed that heart rate monitors are a reliable tool for monitoring arrhythmia problems in endurance athletes, 
and that controlling the exercise intensity of athletes based on the results of ambulatory electrocardiograms reduces 
the problem of arrhythmia induced by the conductivity of exercise [21]. Muscle fatigue monitoring accurately 
assesses an athlete's adaptation to the current training intensity and identifies potential risks of fatigue accumulation 
or overtraining. Suchomel, T. J., et al. described numerous monitoring methods for measuring and monitoring 
muscle strength characteristics in physical trainers, which quantify athletes' training outcomes and give load-
adjustment recommendations for athletes' training [22]. Saisho, O. et al. constructed a real-time visualization system 
of electromyography, which combined with the analysis of athletes' muscle applicability indexes to guide athletes' 
skill training and improve their physical training effect [23]. Zhang, X. et al. established characteristic functions for 
assessing muscle activity levels and analyzing muscle contraction processes, which, in combination with EMG 
monitoring methods, can provide an effective assessment of training levels and competitive status of athletes [24]. 
The above monitoring means can provide real-time feedback on the effectiveness of athletes' physical training, 
which can enable athletes to flexibly adjust their training intensity according to the detected situation and ensure 
reasonable and efficient training. 

Secondly, information technology can provide a scientific basis for the development of appropriate training 
programs, thus ensuring that the training can effectively enhance physical fitness while avoiding over-exertion of 
bodily functions. Tan, L. and Ran, N. developed an athlete training process monitoring system given artificial 
intelligence terminal technology, which can not only comprehensively analyze the change rule of various indicators 
of athletes in the training state, but also use GPS to obtain real-time information about the location of the athlete to 
provide real-time guidance for the athlete's training program [25]. Wada, N. et al. emphasized that the optimization 
problem of health and fatigue deserves the focus of physically trained athletes by proposing probabilistic 
optimization models to adjust the training program to maximize fitness and minimize fatigue [26]. Wackerhage, H. 
and Schoenfeld, B. J. Integration of consideration of athletes' training data with individualized needs based on 
information technology-based training programs and exercise prescription to generate practice-appropriate training 
programs for athletes [27]. Kumyaito, N. et al. combined an adaptive particle swarm optimization method with 
constraints to develop an athlete training program that enhances the training effectiveness of the athlete while 
satisfying their physiological constraints, thus avoiding injuries and overtraining of the athlete [28]. Zhang, J. and 
Guo, J. proposed an improved ant colony optimization backpropagation method for evaluating the effectiveness of 
athletes' physical training while developing individualized training programs that maximize training benefits [29]. 
Baba, D. et al. constructed a scientific training guidance model based on athletes' physical training indexes, based 
on which the amount and intensity of physical training were strictly planned to safeguard athletes' health and 
optimize their sports performance [30]. The above dynamic adjustment mechanism based on intelligent information 
technology enables the training program to closely follow the actual state of the athletes, ensures that the training 
is always effective, further enhances the effect of physical training, prevents ineffective training and promotes 
efficient progress. 

This paper firstly explores the path of big data processing to analyze the physical fitness to assist decision-making, 
using neural network model to realize the classification prediction of physical fitness state, and combining with data 
mining technology to correlate and analyze the physical fitness data. K-means clustering algorithm is selected to 
group the athletes and adjust the training plan and strategy for different groups. Take basketball program as an 
example to explore the digital application of intelligent algorithms in athletes' physical training. Combining the data 
collected from the physical fitness test and the Physical Fitness and Health Self-Assessment Form, the connection 
between the physical fitness information is mined by the Apriori algorithm. K-means algorithm is compared with 
FCM algorithm and hierarchical clustering algorithm to explore the effectiveness of clustering grouping in athletes' 
training. Introduce four-level classification method to verify the training grouping effect of K-means algorithm. The 
number of times that the heart rate reaches the safe and effective interval is used as the standard of evaluation to 
investigate the optimization effect of personalized training programs for athletes supported by intelligent algorithms. 



Design of Athletes' Fitness Improvement Paths in the Framework of Intelligent Algorithm Optimization in New Era Sports Training 

4302 

II. Design of sports training programs for athletes supported by intelligent algorithms 
Sports training is an important factor in improving athletes' special performance and competitive ability, and 
traditional physical training methods often rely on coaches' experience and intuition, lacking accurate data support 
and personalized guidance, which not only affects the effectiveness of training, but also may increase the risk of 
athletes' injuries. In the development process of contemporary competitive sports, relevant digital research has 
taken shape. Therefore, the purpose of this paper is to rely on data mining and analysis technology to analyze 
athletes' physical fitness data in depth, and use K-means clustering algorithm to realize the reasonable grouping of 
athletes' training, so as to formulate targeted training programs. 
 
II. A. Big data-based fitness analysis 
II. A. 1) Data acquisition 
In order to increase the amount of data and make the results more accurate and representative, this paper adopts 
a multi-source method to collect data, including the actual test method and questionnaire method. First, the training 
groups of athletes were randomly selected, and n members of each training group were selected for physical fitness 
monitoring. The training groups were distributed in different areas, thus making the data sources more extensive. 
Secondly, the questionnaire was used to allow athletes to log in the webpage to access the results of the fitness 
test and fill in the questionnaire according to the results of the fitness test. In order to address the problem of possible 
erroneous data in it, it is also necessary to process the data results of the questionnaire as follows: in the results of 
the questionnaire, 20% of the data greater than the maximum value of the actual test method or 20% lower than 
the minimum value of the actual test method are considered as false positives and deleted from them. 
 
II. A. 2) Data processing 
Data cleansing is the process of cleaning the data, removing the useless components from it and leaving only the 
cleanest and most needed parts. Described in technical language, it is the use of technical means to obtain the 
needed parts of the data and eliminate the unneeded parts. The following 2 points should be noted in the process 
of data cleaning: 

(1) To ensure the integrity of the data. The integrity of the data refers to the integrity of the core data, and any 
data cleansing must be based on the criterion of retaining the core data subject. 

(2) To ensure the validity of the data. In the cleaning process, the core data should not be deformed and damaged 
due to cleaning, and the original state of the core data should be guaranteed. Based on the above 2 requirements, 
this paper summarizes the basic information of the collected data, comprehensive physical test data and single test 
data. Objects with incomplete information are eliminated and the corresponding physical test objects are screened. 
The big data are categorized according to the information, which can be divided into static information and dynamic 
information. Static information includes basic information, and basic information is information that does not change. 
Dynamic information, i.e., physical test data and program sports assessment results data, includes the basic 
information of physical fitness test subjects, comprehensive physical fitness test data, and individual program test 
data. 

The neural network approach is based on the basic structure of neuronal organization in the human brain, 
constructed from mathematical and computer languages. The neural network is assumed to be a three-layer back-
propagation algorithm, with the number of nodes in the input layer being N , the number of nodes in the output 
layer being M , and the number of nodes in the hidden layer being H . The range of values of H  is dynamically 
adjusted according to the actual values of M  and N  until the model reaches the optimal result. Suppose the 
inputs are 1 2, , , nx x x , the outputs are 1 2, , , my y y , the hidden layer nodes are 1 2, , , hs s s , 1 2, , , nx x x  represent 
the parameters of the training program such as lung capacity, grip strength, etc., and 1 2, , , my y y  represent the 3 
states of good, fair and poor, then according to the forward transfer of information, the hidden node jS  can be 
obtained as shown in Equation (1). 
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where, f  is the activation function from the input layer to the hidden layer; ijw  is the weight between the input 
layer node i  and the hidden layer node j ; ix  is the training item; ja  is the bias value from the input layer to 
the hidden layer; i  is the input layer node number; n  is the node serial number, and n  is a natural number. 

Through the hidden node jS , the output ky  is calculated as shown in equation (2). 
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where, ky  is the network output value; g  is the activation function from the hidden layer to the output layer; h  
is the serial number of the node in the hidden layer, and h  is a natural number; jkw  is the weights between the 
node j  in the hidden layer and the node k  in the output layer; js  is the node value of the hidden layer; kb  is 
the bias value from the hidden layer to the output layer; and j  is the node number of the hidden layer. 

In this paper, the S -type growth curve function ( )g xi  is used as the activation function from the input layer to 
the hidden layer, as shown in Equation (3). 
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where, xi  is the sports item parameter; e  is the mathematical constant Euler number. 
The logistic regression function ( )ig z  is used as the activation function from the hidden layer to the output layer 

as shown in Equation (4). 
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where, iz  is the sequence of training iteration weights. 
The data obtained from the actual test method was used as the sample set for model training, and model 

validation was carried out using the ten-fold cross-validation method, using the back-propagation algorithm neural 
network method, with the input layer selecting the parameters such as lung capacity and grip strength, and the 
output layer being three states of good, fair and poor. 

 
II. A. 3) Data mining 
An association rule is a strong relationship that may exist between two types of items, and a frequent itemset is a 
collection of items that often occur together. The algorithm for mining association rules is as follows: preparation of 
data. Athletes' fitness test data are collected and these data are discretized with continuous attributes to fragment 
the data and prevent data distortion due to intrinsic associations. Numerical fitness test data are discretized and 
distributed in several discrete intervals. For example, suppose that for the 50m sprint event, four discrete intervals 
are classified as excellent, good, qualified and unqualified, which are represented by the symbols 1I , 2I , 3I , and 

4I , respectively; for the long term, four discrete intervals are classified as excellent, good, qualified and unqualified, 
which are represented by the symbols 1J , 2J , 3J , and 4J , respectively; and the seated body Forward bending 
is divided into 4 discrete intervals of excellent, good, qualified and unqualified, which are represented by the symbols 

1H , 2H , 3H  and 4H , respectively. Then the record consisting of 50m sprint and solid throw can be expressed in 
the form of ( , , )k m nI J H . The set of all frequent items is found by traversing the algorithm. Examples include sprint 
excellence, stride test excellence and 50m run excellence. Frequent item sets are the external performance 
characteristics of excellent individuals in physical training, and their logical relationship can be cited as a potential 
causal relationship, i.e., due to scientific training and reasonable planning, therefore the athletes are excellent in a 
single item of the test, and many excellent individual athletes make up the frequent item sets of each single item. 
According to this definition, strong association rules are generated from the frequent item set. For example, good 
BMI represents good pull-ups, which means that people with good BMI will also do good pull-ups. In this case, the 
process of mining frequent itemsets is as follows: in the first computation of the algorithm, each item is a member 
of the candidate 1-item set 1C , the algorithm scans all the records and counts the number of occurrences of each 
item, assuming that the minimum support is Min , and removes the members of the set 1C  whose occurrences 
are less than the minimum value, to obtain the set 1L  of frequent 1-item sets. Initialize 2K  , i.e., first compute 
the frequent 2-item set. The set kC  of candidate K  itemsets is generated by concatenating 1LK   with itself. 
The algorithm scans all records and counts the number of simultaneous occurrences of each item in kC . Members 
of the set kC  with less than Min  occurrences are deleted to obtain the set of frequent k  itemsets  1kL k k  . 
 
II. B. Personnel training grouping based on K-means algorithm 
In order to propose targeted training programs and provide intensive training for athletes, this paper introduces the 
K-means algorithm to realize a more scientific, efficient and flexible grouping of trainers. In the K-means algorithm, 
the elbow rule is usually used to determine the k  value to minimize the sample and mass point squared error as 
the objective function, and the sum of the squared distance error between the mass point of each cluster and the 
sample point within the cluster is called the degree of distortion, for a cluster, the lower the degree of distortion, the 
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tighter it represents the members of the cluster, and the higher the degree of distortion, the looser it represents the 
structure of the cluster. 

In this paper, distance is used as a similarity metric and the center of each class is obtained from the mean of all 
values in the class and is described by each cluster center. For a given personnel dataset x , the Euclidean distance 
is chosen as the similarity metric, and the clustering objective is to minimize the sum of squared distances for each 
class, i.e., minimization: 
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Combining the least squares method and Lagrange's principle, the clustering center is the corresponding average 
value. Meanwhile, in order to ensure the convergence of the algorithm, the final clustering center should be made 
as stable and unchanged as possible during the iteration process. 

The flow of this algorithm is shown in Fig. 1, which is divided into the following four steps: 
(1) Select the objects in the data space as the initial center, and each object represents a clustering center. 
(2) For the data objects in the sample, according to their Euclidean distances from these clustering centers, they 

are classified into the class corresponding to the cluster center with the closest distance according to the closest 
distance criterion. 

(3) Update the clustering centers by taking the mean value corresponding to all the objects in each class as the 
clustering center of that class and calculate the value of the objective function. 

(4) Determine whether the values of the clustering centers and the objective function have changed, and output 
the results if they remain unchanged, or return to step (2) if they have changed. 

 

Figure 1: Flow of K-means algorithm 

The contour coefficient is an evaluation index of the degree of denseness and dispersion of the class, for which, 
in the clustering task, it is desired to obtain the result that the clusters are as close as possible within the clusters 
and as far away as possible between the clusters, and the contour coefficient of the sample point AX  of the athlete 
A  is expressed as follows: 
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where a  denotes the average distance between the sample point AX  of the athlete A 's performance and the 
samples of other athletes in the same cluster, called cohesion, and b  denotes the average distance between AX  
and all the samples in the nearest cluster, called separation. And the nearest cluster is: 
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where p  denotes the sample in cluster AC , i.e., the closest cluster to the sample point AX  is selected as the 
nearest cluster after using the average distance of the athlete A  performance sample AX  to all the samples of 
the cluster in question as a measure of the distance from that point to that cluster. 

And then the Calinski-Harabasz criterion was utilized to determine the clustering evaluation indication: 
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where SSB   denotes the between-class variance, 
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separation. 
 

II. C. Development of Personalized Training Programs 
After analyzing the athletes' physical fitness data, artificial intelligence algorithms can help coaches understand the 
athletes' sports conditions, so as to achieve scientific training and personalized teaching for athletes. Grouping 
athletes based on their physical fitness data to develop targeted training programs and strategies can help athletes 
improve their competitive level. Full data monitoring, feedback and optimization has become a new concept and 
new guideline for high-level competitive training. 

III. Optimization effect of generating paths for athletes' training programs based on 
intelligent algorithms 

III. A. Athlete Fitness Analysis 
This paper takes the basketball program as an example to explore the digital application of intelligent algorithms in 
athletes' physical training. The content division of the traditional physical fitness test is relatively clear, and the items 
of the physical fitness test are divided into lung capacity, grip strength, sprinting, long-distance running and other 
detection indexes, which comprehensively assesses the physical fitness of athletes. 
 
III. A. 1) Data acquisition 
The data used in this paper comes from 8 athletes' training groups from different regions in City A. 10 athletes were 
selected from each training group, and the data include: athletes' physical fitness test data and data collected by 
the Physical Fitness and Health Self-Assessment Form, with a total of 1,858 entries in the dataset. The athletes' 
physical fitness data were taken to be stored and managed by SQL Server 2008. After deleting the relevant personal 
privacy information and irrelevant fields, the final sample information obtained included gender, height, weight, lung 
capacity, etc. The specific data are shown in Table 1. 

Table 1: Physical Fitness Test Data of Athletes (Part) 

Serial 

number 
Gender 

Height 

(cm) 

Body weigh 

(kg) 

Vital capacity 

(mL) 

Holding 

strength 

(kg) 

50m 

sprint 

(s) 

800m long 

run 

(s) 

1000m long 

run 

(s) 

... 

1 Male 186.35 88.36 4972 52.43 5.9 - 182 ... 

2 Female 184.44 79.28 3826 42.35 7.1 157 - ... 

3 Male 185.61 86.32 4624 51.46 6.2 - 188 ... 

4 Male 192.49 93.14 4275 52.88 6.8 - 193 ... 

5 Male 191.36 92.48 4972 49.24 7.0 - 182 ... 

6 Male 189.43 87.44 3927 54.38 6.2 - 191 ... 

7 Female 183.29 86.03 3944 40.43 6.6 138 - ... 

8 Female 179.35 82.49 4025 52.59 7.3 149 - ... 
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9 Male 188.92 85.34 4027 51.39 7.3 - 175 ... 

10 Female 185.31 81.33 4108 48.28 6.9 146 - ... 

... ... ... ... ... ... ... ... ... ... 

 
III. A. 2) Data mining 
This paper combines the self-assessment information with physical test data, and uses Apriori algorithm to analyze 
the association rules of athletes' physical fitness data. According to the actual distribution of physical fitness indexes, 
the values of physical fitness test item scores are divided into three interval segments: 0~60, 60~80, 80~100. taking 
the minimum support min_sup=40%, the minimum confidence min sup=70%, the results of athletes' physical fitness 
data mining are shown in Table 2. From the data in the table, it can be analyzed that there is a correlation between 
the results of different test items, and when the results of some items are excellent, the results of some items related 
to them will also be better; while some items with poorer results, the results of some items related to them may also 
be worse. 

As in Table 2, the aspects of athletes' athletic ability tested by the physical fitness programs involved in rules 2, 
4, 7 and 8 are similar. From the test results, it is clear that when the athlete's sprinting level is high, the test scores 
in these programs are generally higher. When the coach carries out the development of the training program, he 
can try to design the training program for the improvement of the sprinting level to improve the athlete's performance 
in these items, instead of training to improve the performance of a certain item only, as in the traditional training 
program. 

The 50-meter run and the interval step are mainly tests of the athletes' leg strength, and the results of the waist 
and abdominal strength test have a certain correlation with these two results. It proves that the strength of the 
athlete's sprinting ability is not only related to his own leg strength, but also has a great relationship with the waist 
and abdominal strength. According to the analysis results, it can be concluded that to strengthen the sprinting ability 
of athletes, in addition to strengthening the training of running, certain waist and abdominal strength training and 
leg strength training and guidance should be carried out. 

Analyzing the test scores of several running events in Table 2 and comparing the athletes' bar pull-up scores can 
also find a certain relationship. Athletes with better running performance are generally weaker in upper body strength. 
Athletes with better running ability will focus more on running and lower limb strength training in their normal training, 
and less on upper limb strength training, which leads to the situation that the bar pull-up performance of athletes 
with good running performance in Table 2 is not satisfactory. 

Table 2: Data mining results of athletes' physical fitness 

 
Support degree 

(%) 

Confidence degree 

(%) 
Rule 

1 80.35 86.57 80 score<50m sprint<100 score⇒0 score<Horizontal bar pull-ups<60 score 

2 82.40 83.05 80 score<50m sprint<100 score⇒80 score<Intermittent step<100 score 

3 73.64 81.43 0 score<Horizontal bar pull-ups<60 score⇒60 score<Long run<80 score 

4 64.47 80.35 60 score<Long run<80 score⇒80 score<50m sprint<100 score 

5 62.45 79.53 
80 score<50m sprint<100 score⇒80 score<Lumbar and abdominal strength<100 

score 

6 59.35 77.26 0 score<Long run<60 score⇒0 score<Horizontal bar pull-ups<60 score 

7 42.68 75.31 60 score<Long run<80 score⇒80 score<Intermittent step<100 score 

8 62.53 73.50 80 score<Long run<100 score⇒80 score<50m sprint<100 score 

9 71.59 72.43 
80 score<Lumbar and abdominal strength<100 score⇒80 score<50m sprint<100 

score 

10 44.63 71.39 0 score<Intermittent step<60 score⇒0 score<Long run<60 score 

11 57.48 70.48 
80 score<Lumbar and abdominal strength<100 score⇒80 score<Intermittent step<100 

score 

 
III. B. Athlete Training Groups 
Apply K-means algorithm with FCM algorithm, hierarchical clustering algorithm two mainstream clustering 
algorithms to cluster the processed athletes' physical fitness test data, through the calculation of the distance cost 
function value to determine the optimal number of clusters k = 4, the three algorithms convergence curve of the 
objective function is shown in Figure 2. As can be seen from Figure 2, the K-means algorithm declines the fastest, 



Design of Athletes' Fitness Improvement Paths in the Framework of Intelligent Algorithm Optimization in New Era Sports Training 

4307 

and has converged when the number of iterations is 187, which is faster than the FCM algorithm and hierarchical 
clustering algorithm. 

 

Figure 2: Comparison of convergence curves of objective functions 

The location of the optimal particle of the population is coded as the four clustering center points, and the 
clustering results are shown in Table 3. As can be seen from Table 3, 80 athletes are divided into four categories, 
A, B, C and D. The center point of each cluster can reflect the overall situation of the physical fitness of the 
corresponding category of personnel. The group trainer can formulate a targeted training plan according to the 
average performance and number of personnel in each category to meet the training needs of different categories 
of personnel, and can strengthen the training for the short board to improve the training efficiency. 

Table 3: Clustering results 

Category Number of people Vital capacity Holding strength 50m sprint 800m long run 1000m long run ... 

A 17 72.85 86.87 76.85 77.95 78.88 ... 

B 36 80.76 82.66 80.98 82.36 81.93 ... 

C 19 88.45 77.82 85.22 87.95 85.69 ... 

D 8 93.52 72.85 91.98 92.38 90.82 ... 

 
In order to compare and analyze the K-means algorithm and the traditional four-level system classification method, 

and given that the four-level classification method usually only considers the performance of a single sport, the 
simulation experiment is conducted only with the 50m sprint as an example, and the four-level classification method 
is classified and divided according to the demarcation criteria of excellent, good, qualified and poor, and the 
classification results of the two methods are shown in Table 4. As can be seen from Table 4, the objective function 
J of the K-means algorithm is 5.281, which is smaller than the four-level classification method, i.e., the distance 
value between each sample point and the corresponding clustering center is smaller, so the classification effect is 
better. 

Table 4: Comparison of classification results 

Category 
K-means Four-level classification 

Number of people Central value Number of people Central value 

A (Optimal) 17 21.53 12 21.44 

B (Good) 36 22.62 38 22.58 

C (Qualified) 19 23.09 21 22.91 

D (Poor) 8 23.65 9 24.02 

Objective function 5.281 6.923 

 
III. C. Training Program Generation 
In order to verify the effectiveness of this paper in formulating personalized training programs for different groups of 
athletes, the personalized training process was compared with the training process without any program guidance, 
and the number of times the heart rate reached the safe and effective interval was used as the standard for 
evaluation. 

Ten athletes were randomly selected for investigation, numbered X1~X10, and a long-distance running physical 
training was divided into 10 sampling cycles, and the number of times the corresponding heart rate reached the 
safe and effective interval in each athlete's training program was counted, and the experimental results were shown 
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in Table 5, in which “*” indicates that it is not in the safe and effective interval of the heart rate, and EF denotes that 
the number of times the heart rate reached the effective interval during the training process. 

Table 5: Results of personalized training experiment 

Respondent number 
The training process under the personalized training scheme 

EF 
1 2 3 4 5 6 7 8 9 10 

X1 

Speed 

(m/s) 
9.24 8.71 7.42 6.85 6.64 6.42 5.31 6.17 6.07 6.01 

10 
Heart rate 

(bmp) 
136 138 135 128 142 141 139 144 135 143 

X2 

Speed 

(m/s) 
9.63 9.51 9.25 8.53 8.24 8.01 7.49 7.05 6.49 6.22 

9 
Heart rate 

(bmp) 
143 135 128 127 142 138 145 157* 148 151 

X3 

Speed 

(m/s) 
12.42 9.48 9.31 8.49 9.03 8.46 8.22 7.35 6.36 6.22 

9 
Heart rate 

(bmp) 
112* 144 142 139 127 128 136 141 146 137 

X4 

Speed 

(m/s) 
9.42 8.58 8.55 8.39 7.30 7.15 6.39 6.16 6.11 6.02 

10 
Heart rate 

(bmp) 
138 145 138 135 141 139 144 135 124 128 

X5 

Speed 

(m/s) 
9.85 9.34 9.17 9.03 8.49 8.34 8.12 8.02 7.43 6.38 

10 
Heart rate 

(bmp) 
127 128 136 136 138 135 128 136 141 124 

X6 

Speed 

(m/s) 
8.53 7.34 7.34 6.95 6.74 6.63 6.51 6.38 6.22 6.04 

10 
Heart rate 

(bmp) 
122 135 133 142 135 133 142 146 142 129 

X7 

Speed 

(m/s) 
9.33 8.94 8.77 8.53 8.35 8.21 8.16 7.35 7.11 6.38 

10 
Heart rate 

(bmp) 
142 135 133 128 136 136 127 142 138 145 

X8 

Speed 

(m/s) 
9.48 9.24 8.49 7.66 7.35 6.84 6.73 6.61 6.23 6.05 

10 
Heart rate 

(bmp) 
142 138 145 135 141 139 135 133 142 146 

X9 

Speed 

(m/s) 
9.34 8.56 7.34 7.46 7.43 6.85 6.62 6.37 6.15 6.02 

10 
Heart rate 

(bmp) 
126 124 139 133 142 151 147 142 138 145 

X10 

Speed 

(m/s) 
11.49 9.35 9.13 8.92 8.73 8.52 7.53 7.29 7.15 6.43 

10 
Heart rate 

(bmp) 
135 133 142 146 146 138 135 141 139 141 

 
In order to prove the effectiveness of the training program in this paper, the training process of ten athletes without 

the intervention of the training program is given, and the number of times that each athlete's heart rate falls in the 
safe and effective interval is calculated, and the experimental results are shown in Table 6, in which “*” indicates 
that it is not in the safe and effective interval of the heart rate, and EF indicates the number of times that the center 
of the heart rate during the exercise process reaches the effective interval. 
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Table 6: Results of the no-plan intervention experiment 

Respondent number 
The training process under the personalized training scheme 

EF 
1 2 3 4 5 6 7 8 9 10 

X1 

Speed 

(m/s) 
9.84 9.63 8.45 8.38 8.27 8.16 7.47 7.36 7.42 6.31 

7 
Heart rate 

(bmp) 
159* 146 149 162* 161* 150 148 147 149 142 

X2 

Speed 

(m/s) 
9.39 8.35 7.43 7.01 6.95 6.72 6.61 6.42 6.25 6.03 

10 
Heart rate 

(bmp) 
147 141 132 136 139 124 127 128 133 142 

X3 

Speed 

(m/s) 
9.86 9.65 9.31 9.22 8.75 8.34 8.11 7.83 7.32 6.85 

8 
Heart rate 

(bmp) 
111* 126 128 131 135 138 142 149 161* 147 

X4 

Speed 

(m/s) 
9.74 9.48 8.35 8.01 7.45 7.21 7.03 6.38 6.11 6.02 

7 
Heart rate 

(bmp) 
112* 110* 125 129 137 145 143 168* 144 147 

X5 

Speed 

(m/s) 
9.94 9.82 9.64 9.42 9.31 8.85 8.71 8.62 8.33 8.06 

9 
Heart rate 

(bmp) 
159* 146 147 142 151 134 138 133 142 139 

X6 

Speed 

(m/s) 
8.82 8.53 8.11 8.02 7.86 7.71 7.52 7.33 7.15 7.06 

7 
Heart rate 

(bmp) 
150 151 148 162* 161* 159* 147 142 142 139 

X7 

Speed 

(m/s) 
8.42 8.42 7.93 7.81 7.66 7.23 7.05 6.93 6.71 6.64 

9 
Heart rate 

(bmp) 
146 135 132 131 129 126 112* 124 128 125 

X8 

Speed 

(m/s) 
9.48 9.22 8.38 7.39 6.94 6.55 6.20 6.11 6.04 6.01 

9 
Heart rate 

(bmp) 
135 146 142 138 131 130 127 122 115* 128 

X9 

Speed 

(m/s) 
10.42 9.59 9.65 8.35 8.31 8.02 7.88 7.73 7.46 7.21 

8 
Heart rate 

(bmp) 
133 133 142 136 144 149 150 158* 156* 142 

X10 

Speed 

(m/s) 
9.58 8.54 7.89 7.26 7.01 6.73 6.55 6.26 6.12 6.04 

8 
Heart rate 

(bmp) 
135 136 150 142 147 146 161* 159* 146 138 

 
The results of the two experimental groups showed that only one athlete's heart rate fell all the way within the 

safe and effective interval during the training sessions with no program guidance, while the training sessions of the 
other groups contained one or more heart rate values that were not within the safe and effective interval, and the 
average number of times the heart rates of the ten athletes fell within the effective interval was 8.2 times. The 
personalized training protocol corresponded to 98% of the heart rates falling within the safe and effective interval, 
and the mean value of the number of times the heart rates of the ten athletes fell within the safe and effective interval 
was 9.8, which is an increase of 19.51% compared to the training without the guidance of the protocol. 

IV. Conclusion 
In this paper, we designed a personalized physical training program for athletes supported by intelligent algorithms 
and explored its optimization effect through example analysis. 
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The athletes are clustered and grouped using K-means, and the K-means algorithm has converged when the 
number of iterations is 187, which is faster than the FCM algorithm and hierarchical clustering algorithm. Take 50m 
sprint as an example for simulation experiments, the objective function J of K-means algorithm is 5.281, which is 
smaller than the four-level classification method, i.e., the classification effect is better. 

Ten athletes were randomly selected for investigation, the average number of times the heart rate of the ten 
athletes fell in the effective interval under no program guidance was 8.2 times, and the average value of the number 
of times the heart rate of the ten athletes fell in the safe and effective interval under the personalized training 
program was 9.8 times, which is 19.51% more than that of the training without program guidance. Thus, the validity 
of the training path supported by the intelligent algorithm was verified, i.e., the use of intelligent algorithms to target 
the development of exercise programs can help athletes to further improve the benefits of physical training, while 
avoiding the harm caused by over-training to their physical and mental health. 
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