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Abstract While hand in hand with the Internet of Things (IoT) to provide people with daily convenience, 
technologies such as big data are also assisting illegal information to invade and interfere with IoT. In this paper, we 
take the construction of multi-polar intrusion detection system as the ultimate research goal, design the global 
search strategy of intrusion, the difference degree detection model and the association rule analysis model to 
analyze the intrusion information in an all-round way. With this data preparation, support vector machine (SVM) 
classifier is established and fused with similar cluster-based sample size approximation algorithm to build FSVM 
model as the detection method of abnormal data. The Gray Wolf Optimization (GWO) algorithm is used for the 
optimization of support vector machine algorithm parameter selection to form the GWO-SVM algorithm, which in 
turn proposes an IoT intrusion detection system based on the GWO-SVM algorithm. The designed intrusion 
detection system shows excellent suitability for IoT security multi-pole intrusion detection with accuracy up to 
100.00% and F1 value up to 99.01% in the performance evaluation. 
 
Index Terms FSVM model, GWO-SVM algorithm, internet of things intrusion detection system, association rules 

I. Introduction 
With the rapid development and application of IoT technology, the security of IoT environment has become an 
important concern [1], [2]. Intrusion detection system plays a crucial role in IoT environment, which can monitor 
and detect abnormal behaviors in the network, discover potential attacks in time and take corresponding measures 
for protection [3]-[5]. Intrusion refers to unauthorized access or activities in the information system, which not only 
refers to the unauthorized login to the system and use of system resources by non-system users, but also includes 
the damage to the system caused by the abuse of rights by users within the system, such as illegally stealing other 
people's accounts, illegally obtaining the rights of the system administrator, and modifying or deleting the system 
files, etc [6]-[9]. Intrusion detection systems, as an important part of network security, play an important role in 
preventing malicious attacks and protecting the network environment [10], [11]. However, traditional intrusion 
detection systems still face some challenges, such as the inability to accurately distinguish real attacks from false 
alarms, and the limited ability to recognize new attack methods [12], [13]. In contrast, network intrusion detection 
systems based on support vector machine algorithms have high accuracy and generalization ability and can be 
applied to various types of network intrusion problems [14]-[16]. 

Support vector machine is a machine learning algorithm widely used in pattern classification and regression 
analysis with strong generalization ability and classification effect [17], [18]. It classifies by constructing an optimal 
hyperplane in a high-dimensional space, which is a very effective classification method and is widely used in the 
fields of data mining, image recognition, natural language processing and bioinformatics [19]-[21]. Among them, 
the support vector machine algorithm has also shown excellent ability in network intrusion detection, but due to the 
variability of the network environment, the multilevel intrusion detection system for IoT security based on support 
vector machines also needs to be improved and optimized continuously [22]-[25]. 

In this paper, we first describe the mathematical construction process of the intrusion data source distribution 
model as a big data analysis method for intrusion information in the IoT environment. Then, under the 
representation of Support Vector Machine (SVM) classifier model, it elucidates the computational formulas of 
low-dimensional feature data, kernel function, and objective function. And design the process of acquiring data 
near the decision boundary based on the sample size approximation algorithm of heterogeneous classes, 
combined with the K-means algorithm, to construct the FSVM model. Subsequently, the global search method of 
Gray Wolf Optimization (GWO) algorithm is resolved, and the specific steps of the GWO algorithm to optimize the 
parameter selection of the support vector machine, so as to comprehensively build the IoT intrusion detection 
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system based on GWO-SVM. The system is trained for RBM feature extraction performance and parameters for 
fast scoring of intrusion data are defined. Finally, the overall performance of the designed IoT intrusion detection 
system is carried out on the UNSW-NB20 dataset. 

II. GWO-SVM Based Intrusion Detection System for IoT 
II. A. Big data analysis of intrusion information 
Adopting the method of knapsack decision-making to realize the construction of the objective function in the 
process of industrial interconnection AI intrusion detection, based on the method of multidimensional scale 
decomposition to realize the spatial feature sampling and information search of industrial interconnection AI 
intrusion, and to obtain the formula of the global search strategy of the industrial interconnection AI intrusion as in 
Eq. (1): 

  *
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In the above equation, *
newX  is the new solution of industrial interconnection AI intrusion search, X  is the 

current solution, r  is the random number that represents the industrial interconnection AI intrusion detection, and 
its value is within (0,1) , 

hX  is the optimal solution of the industrial interconnection AI intrusion detection, and l  
is the dynamic factor. The backpack detection method is used to establish the difference degree detection model of 
industrial interconnection AI intrusion, and the transfer function is obtained as Eq. (2): 

 ( )N z
D

C
  (2) 

In the above equation, ( )N z  is the characteristic function of industrial interconnection AI intrusion. The fuzzy 
information fusion method is used for the big data fusion analysis of industrial interconnection AI intrusion in IoT 
environment, and at the extreme value point z , the global information exchange method is used to analyze the 
intrusion anomaly node ( )u x , and the associated feature quantity of the industrial interconnection AI intrusion 
signals in the IoT environment is extracted, so that the subspace of the industrial interconnection AI information is 
obtained as equation (3): 
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In the above equation, 
1( )u x  is the autocorrelation feature quantity, and 

2 ( )u x  is the mutual correlation feature 
quantity. 

The autocorrelation matching method is used to realize the correlation rule analysis model for AI intrusion in 
industrial interconnection network, and the expression is Eq. (4): 
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In the above equation, the selection of the associated feature quantity p  should satisfy 2 1a p b   . 
Combined with the interference filtering method, the filtering analysis of industrial interconnection network AI 
intrusion in IoT environment is carried out, and the cross term of industrial interconnection AI intrusion output is 
obtained as Eq. (5): 

 g aG b p   (5) 

In the IoT environment, the industrial Internet AI intrusion data source distribution model is established, and the 
discrete distribution form of the industrial Internet AI intrusion signal is obtained as equation (6): 
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In the above equation, t  is the anomalous data phase eigenvalue of industrial Internet AI intrusion,   is the 
set average statistic of industrial Internet AI intrusion, and s  is the autocorrelation function scale parameter. The 
design of intrusion detection is realized by weighting and analyzing the root node of industrial interconnection 
network AI intrusion in IoT environment. 
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II. B. FSVM model 
II. B. 1) SVM Classifier 
In order to solve the nonlinear classification problem, Gaussian kernel function is used in the model to solve the 
sub-linear classification problem of the model.SVM converts the low-dimensional data into the high-dimensional 
space representation when calculating the maximum spacing hyperplane as in Eq. (7), and the low-dimensional 
vector x  is converted into the high-dimensional space representation through the mapping function, at this time, 
the classifier model is represented as in Eq. (8), because there is the inner product form of the high-dimensional 
vectors in the Eq. , which can be converted to low-dimensional feature data through the kernel function is 
calculated as Eq. (9). The Gaussian function is chosen as the kernel function in the model as in Eq. (10), therefore, 
the objective function of the model is as in Eq. (11). 
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II. B. 2) Sample size normalization algorithm based on similar clusters 
In the process of training SVM using sample data, it is the sample data near the decision boundary and on the 
interval boundary in the sample, i.e., the support vectors, that determine the classification hyperplane. So before 
training the SVM model using sample data, the sample data is screened to get the sample data near the decision 
boundary. The network sample data can be categorized into two classes, i.e., normal data and abnormal data. First, 
the model performs clustering operation on normal data and abnormal data separately by optimized K-mean 
algorithm, and then obtains clusters that are similar to the dissimilar data in normal data and abnormal data 
respectively. The data in this cluster is returned as the input sample of the classification model, and the operation 
flow of sample size approximation based on similar clusters is shown in Fig. 1. 

The detailed flow of the algorithm is as follows: 
(1) Perform the following clustering operation on the normal data in the sample data, randomly select a data from 

the normal sample set as a cluster center and put it into the set 
coreA , set the value of the cluster radius r , 

traverse the normal sample set, and put samples whose similarity with the center of the clusters in the set 
coreA  is 

less than R  into the corresponding cluster. When there is a sample that does not belong to any of the known 
clusters, set that sample data as a new cluster center and put it into 

coreA , and continue traversing the normal 

sample set until all the sample data have found their respective clusters, obtaining the set of clusters A , where the 

i th element, denoted as 
ia , is a cluster, and its corresponding cluster center is 

iac . 

(2) Repeat the operation of step (1) for the anomalous data in the sample data to obtain the set B  of clusters, 
where the j th element, denoted as jb , is a cluster whose corresponding cluster center is jbc . 

(3) Perform the Cartesian product operation ( )A B  on A  and B  as shown in Eq. (12), and compute the 

similarity ,i jl  between the cluster centers 
iac  and jbc  for each element ( , )i ja b  in the set ( )A B . 

(4) Categorize the elements in ( )A B  with 
ia  as the classification basis, sort the elements in each category 

according to the similarity ,i jl  obtained in step (3) from smallest to the largest, set the number of similar clusters 

n , and select the first n  elements in each category to generate the set C . Remove all jb  elements in C  and 

perform the concatenation operation to generate a new sample set BB . 
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Cluster the normal and abnormal data separately to 
get the set A and B of the two types of data clusters

A,B Cartesian product A×B{(a1,b1),(a1,b2)...}

Calculate the similarity of two clusters in the 
Cartesian product A×B elements (ai,bj)

Combine AA and BB into dataset D

Select the first n items in each 
category to generate a new set C. 

Aggregate bj from the items (ai,bj) in 
C into the dataset BB

Select the first n items in each 
category, and aggregate the ai in item 

(ai,bj) into dataset AA

Sort each category from smallest to 
largest based on similarity

Sort each category from smallest to 
largest based on similarity

Classify each term in A×B by its first 
element {(a1,b1),(a1,b2)...}, 

{(a2,b1),(a2,b2)...}...

Classify each item in C by its second 
element bj {(a1,b1),(a2,b1)...}, 

{(a1,b2),(a2,b2)...}...

Sample data

D
 

Figure 1: The operation process of sample size reduction based on similar clusters 

(5) Repeat the operation of step 4 for the set C , categorize the elements in it with jb  as the categorization 

basis, sort the similarity of elements in each category ,i jl  from smallest to the largest, select the first n  elements, 

and take out the 
ia  elements from this n  elements to perform the concatenation operation to generate a new 

sample set AA . 
(6) Merge the sample sets AA  and BB  to generate a new sample set D , and use D  as the original input 

samples of SVM. 
The formula for the Cartesian product operation is equation (12): 

 1 1 1 2 1 2 1{( , ), ( , ) ( , ), ( , ), ( , )( , )}n i j n mA B a b a b a b a b a b a b     (12) 

In Equation (12), n  and m  are the number of elements in the cluster sets A  and B , respectively, 
ia  is the 

i th element in A , and jb  is the j th element in B . 

 
II. C. Gray Wolf Optimization Algorithm 
In the gray wolf optimization algorithm, each gray wolf represents one potential solution for the population. The 
algorithm simulates the gray wolf social hierarchy as  -wolf,  -wolf,  -wolf, and  -wolf, which represent the 
optimal, superior, suboptimal, and candidate solutions, in that order. Where  ,   and   lead the search and 
  follows. 

 
II. C. 1) Surrounding prey 
Let the number of wolves be N  and the dimension of the search space be M , then the location of the i th wolf 
is defined as equation (13): 

  , ,1 ,2 ,, , ,i j i i i mX X X X   (13) 

where 1, 2, ,i n  . Then the encircling prey is defined as in Eqs. (14)-(15): 
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 ( ) ( )pD C X t X t    (14) 

 ( 1) ( )X t X t A D     (15) 

where t  is the current iteration number. A  and C  are coefficient vectors. pX  is the prey position, X  is the 
gray wolf position, and D  denotes the distance between the gray wolf and the prey. The vectors A  and C  are 
calculated as in Eqs. (16)-(18): 

 
12A a r a    (16) 

 
22C r   (17) 

   2 2 max_a t t   (18) 

where the component of a  decreases linearly from 2 to 0 during the iteration. 
1r  and 

2r  are random numbers in 
[0,1] . 

The random values of 1A   are utilized in the GWO algorithm to force the searching wolf to stay away from the 

prey, which facilitates the global search. The C  provides random weights for the prey, which helps to show a 

more random behavior throughout the optimization process, facilitating the search and avoiding falling into a local 
optimum. 

 
II. C. 2) Hunting 
During the hunting process,   wolves,   wolves and   wolves have more information about the prey, so the 3 
optimal solutions are kept during each iteration, forcing the other   wolves to update their own search positions 
based on these 3 optimal solutions, as shown in Eqs. (19)-(21): 
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Eq. (19) obtains the distance of the individual gray wolf from the three wolves  ,  , and  , and Eqs. (20) and 
(21) determine the location where the individual gray wolf moves. 

 
II. D. GWO Optimization SVM Parameter Selection 
The classification effect of SVM is affected by the penalty coefficient C  and the radius of the RBF kernel function 
 , and it is difficult to guarantee the classification effect only based on the empirical values, so the purpose of 
optimization is to find suitable parameters. There have been studies using various swarm intelligence optimization 
algorithms to improve the parameter selection of SVM. In this paper, based on the previous research, GWO is used 
to optimize these two important parameters of SVM algorithm to improve the accuracy of the classification model 
on the one hand, and take into account the generalization ability of the model on the other hand. Finally, the 
classification model is applied to the IoT security intrusion detection system.The working process of GWO-SVM 
algorithm is shown in Figure 2. 

The specific steps of GWO-SVM algorithm are as follows: 
(1) Do preprocessing on the sample data, including character feature numericalization and normalization. Divide 

the training dataset and test dataset to prepare for subsequent SVM model fitting and validation. 
(2) Initial gray wolf population size and iteration number, set the parameters C  and   of SVM as the position 

vector of individual gray wolves, i.e., Eq. (22): 

  , ,1 ,2,i j i iX C   (22) 
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Calculate the fitness value

Compare individual grey wolf 
fitness values and save 3 optimal 

solutions

Update the position of individual 
grey wolves according to the 

optimal solutions

Start

Data preprocessing

Initialisation of the grey wolf population 
and SVM parameters C and σ

GW0 algorithm to update 
the population

Terminate?

Obtain optimal parameters 
C and σ

Use the optimal parameters to train the 
classification model

Classify the test samples using 
the classification model

End

N

Y

 

Figure 2: Workflow of the GWO-SVM Algorithm 

(3) Calculate the fitness value, the classification accuracy of SVM is taken as the fitness value, and the formula is 
shown in equation (23): 

 100%fitness TP Total   (23) 

where TP  denotes the number of all correctly predicted samples and Total  denotes the total number of 
samples. 

(4) Save the optimal top 3 fitness values and the gray wolf location. 
(5) Update the parameters a , A  and C  in the GWO. 
(6) Update the position of   wolves based on the fitness. 
(7) Determine whether the algorithm satisfies the end condition, if so, go to (8). Otherwise go to (3) to continue 

iteration. 
(8) Obtain SVM optimal parameters  C 、 . 
(9) Train the classification model using the optimal parameters. 
(10) Apply the classification model to classify the test samples. 

III. Training and Application Evaluation of IoT Intrusion Detection Systems 
III. A. System training and feature selection 
III. A. 1) Training for RBM feature extraction 
RBM is an energy-based probability distribution function, and the extraction and training of its features are of great 
significance in the practical application of IoT intrusion detection system. The CD algorithm is selected as the 
training algorithm for unsupervised learning of the detection system of this paper, which helps the detection system 
of this paper to obtain the internal features of the dataset. Multiple iterations training optimal  , ,W a b  . The 
training of the detection system of this paper is divided into three parts: forward propagation, back propagation and 
error comparison. By comparing the predicted probability and the true distribution of the data, the KL scatter is 
used to measure the similarity of the two distributions, and the optimal parameters are obtained by iteratively 
minimizing the KL scatter. 

In this simulation, the number of input neurons of the detection system is set to 45, and the number of output 
neurons of the system is 36, 27, 18, and 9, respectively. The reconstruction error is shown in Fig. 3, and a small 
reconstruction error is achieved through one sampling, which is based on the momentum gradient descent method 
of selecting the generation of searching for the optimal, and the reconstruction error is finally reduced to about 0.46 
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in the 36-dimensional reconstruction error. It can be seen that the system network in this paper can effectively 
extract the data features at the same time as the dimensionality reduction, to ensure that the data processed by the 
system network in this paper can well retain the feature information. The Y-axis is the reconstruction error of the 
data reduced to 9, 18, 27 and 36 dimensions, respectively, and the lower the dimensions reduced, the larger the 
reconstruction error. 

 

Figure 3: Reconstruction error 

III. A. 2) Parameter definitions for rapid scoring 
The parameters of the algorithm are many and have different roles, the meanings of some of the main parameters 
are as follows: 

(1) Iterations: the maximum number of decision trees, default is 500. 
(2) depth: the depth of the tree, the default is 6, the maximum is 16. 
(3) learning_rate: the learning rate, the smaller its value indicates that the number of iterations required for 

training is more, the default is 0.03. 
(4) loss_function: loss function, for two classification is usually used CrossEntropy or LogLoss, 

multi-classification when using MultiClass, the default is LogLoss. 
(5) 12 leaf_reg: 12 regular parameters, default value is 3.0. 
 

III. A. 3) Feature selection and comparison of results 
In the experiments, feature selection is performed on the original intrusion information dataset in order to filter the 
features that contribute less to the experimental results and may even negatively affect the results. The 13 features 
spkts, dttl, dtcpb, synack, is_sm_ips_ports, ct_ftp_cmd, is_ftp_login, ct_state_ttl, trans_depth, swin, dwin, stcpb, 
dtcpb are removed from dataset A. The features are selected from the original intrusion information dataset. In 
order to verify the effectiveness and necessity of feature selection, experiments were conducted on dataset A with 
binary classification as an example, and the experimental results before and after feature selection were compared 
in Table 1, where “(b)” represents before feature selection. In addition to the GWO-SVM modeling algorithm 
designed in this paper, the modeling algorithms selected for comparison are SVM, KNN, NB, and RF. 

Table 1: The experimental results before and after feature selection on dataset A 

Model Recall rate (%) Accuracy rate (%) Precision rate (%) F1 value (%) AUC (%) Time (s) 

SVM 97.81 59.21 57.98 72.72 54.53 687 

SVM(b) 90.88 61.88 60.25 71.34 53.88 953 

KNN 85.01 75.07 74.03 79.13 73.94 57 

KNN(b) 83.9 74.23 74.88 76.9 73.9 60 

NB 66.94 75.33 84.97 74.87 76.27 75 

NB(b) 68.09 74.24 77.68 75.86 72.08 81 

RF 97.41 85.33 79.24 87.37 83.64 114 

RF(b) 83.37 80.11 76.4 83.99 83.37 127 

GWO-SVM 97.97 87.46 85.14 89.73 86.33 235 

GWO-SVM(b) 83.13 84.75 88.38 83.71 83.12 259 
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From the table, it can be seen that the experimental effect of each method has been improved after feature 
selection, in which the GWO-SVM model has a more significant improvement in all the evaluation indexes, and it 
has a significant improvement relative to that before no feature selection, which assists the GWO-SVM model in 
97.97% recall, 87.46% accuracy, 85.14% precision, 89.73% F1 value, 86.33% AUC value, and all of them are the 
highest among the five model algorithms.NB model, KNN model, SVM model in the five model algorithms are the 
highest. 85.14%, F1 value to 89.73%, and AUC value to 86.33%, and all of them reach the highest among the five 
modeling algorithms.The NB model, KNN model, and SVM model are also improved in most of the evaluation 
metrics. 

It is worth noting that due to the removal of redundant features, the running time of all the models is reduced, 
especially SVM, a model that originally had a long running time, the running time is reduced substantially. From the 
experimental results, it can be seen that feature selection on the original dataset can significantly improve the 
classification accuracy of the models. 

 
III. B. System performance 
One of the features of the UNSW-NB20 dataset is that it contains multiple types of network intrusion behavior and 
normal traffic. It includes nine different attack categories: Generic, Exploits, Fuzzers, DoS, Reconnaissance, 
Analysis, Backdoor, Shellcode, Worms, and other intrusion behaviors, making it possible to perform 
comprehensive evaluation and testing of intrusion detection systems. In addition, the dataset provides a rich set of 
features, including features based on transport, network and application layers. These features can be used to 
build intrusion detection models and provide in-depth analysis of network traffic. 

The comparison results of the IoT intrusion detection system based on the GWO-SVM algorithm for different 
attack categories in the UNSW-NB20 dataset are shown in Table 2. It can be seen that the designed intrusion 
detection system has a precision of up to 100.00% on Analysis evaluation metrics, an F1 value of up to 99.01% on 
Generic evaluation metrics, and a Normal evaluation metric of Recall is as high as 99.87%. It shows that the IoT 
intrusion detection system based on the GWO-SVM algorithm is able to quickly recognize and detect multiple 
attack categories, resist the multi-polar intrusion of illegal information sources, and maintain the operation and data 
security of IoT. 

Table 2: Textual method comparison of different attack categories in the dataset 

Attack category Precision F1 value Recall rate Number 

Analysis 1 0.1787 0.1076 800 

Backdoor 0.618 0.0944 0.0611 706 

DoS 0.5257 0.5861 0.6629 4212 

Exploits 0.8338 0.79 0.7507 11255 

Fuzzers 0.7383 0.818 0.9177 6185 

Generic 0.9823 0.9901 0.9916 18994 

Normal 0.9898 0.9869 0.9987 37123 

Reconnaissance 0.9266 0.8944 0.8644 3619 

Shellcode 0.6978 0.7058 0.7139 501 

Worms 0.8805 0.5772 0.4325 56 

 

IV. Conclusion 
In this paper, by designing the data analysis method for IoT intrusion information to obtain the data features of the 
intrusion information, constructing the FSVM model to identify the abnormal data information in IoT, and combining 
with the GWO-SVM algorithm, we propose the IoT intrusion detection system. The system is trained with RBM 
feature extraction as well as feature selection, and the reconstruction error is reduced to about 0.46, and the recall 
(97.97%), accuracy (87.46%), precision (85.14%), F1 value (89.73%), and AUC value (86.33%) are all the best in 
the same category of systems. In terms of overall performance, the precision of Analysis evaluation index is as 
high as 100.00%, the F1 value of Generic evaluation index is as high as 99.01%, and the recall rate of Normal 
evaluation index is as high as 99.87%. 
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