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Abstract Traditional quality management methods have problems such as insufficient prediction accuracy and slow 
response speed when facing complex production environments, which are difficult to meet the demand for refined 
management of modern production. In this study, the quality stability prediction model of cigarette production 
process based on Meta-DQN is constructed, which solves the deficiencies of traditional methods in small sample 
learning and environmental adaptability. 500 samples of working condition data such as temperature, humidity, 
airflow speed, etc. were collected through the production line sensors in cigarette factory H. The MQTT 
communication protocol was used for data transmission, and MinMaxScaler normalization was applied to ensure 
data consistency. The Meta-DQN prediction model is constructed by combining the Meta Reinforcement Learning 
MAML algorithm with the deep Q network, and the fast adaptation to different production tasks is achieved through 
the two-layer loop optimization mechanism. The experimental results show that the R² coefficients of determination 
of the training and test sets reach 0.992 and 0.957, respectively, and the model prediction accuracy is significantly 
improved. In the key parameters prediction validation, the average deviation of the predicted values of six process 
parameters from the real values is only 0.212, which is much lower than the standard setting of 0.565. Comparison 
experiments show that the Meta-DQN model can quickly converge in the initial operation stage of the equipment, 
effectively reducing the scrap rate, which is significantly better than that of the pure DQN algorithm. The method 
provides an efficient and intelligent solution for cigarette production quality management and has important 
engineering application value. 
 
Index Terms Deep learning algorithm, cigarette production process, quality stability prediction, Meta-DQN, meta-
reinforcement learning, production scheduling optimization 

I. Introduction 
With the development of information technology, the control of the quality of industrial products requires more and 
more, in order to meet the market demand, it is necessary to improve the quality of products. Quality is fundamental 
to the survival and development of all enterprises, and is also an important source of strength for enterprise 
development [1]. Continuous improvement of product quality can promote the development of enterprises, so that 
enterprises in the market competition in a favorable position [2]. For the production process has been using 
advanced automated control systems for cigarette machines, in order to improve the quality of the products 
produced by the cigarette machine as well as production efficiency, it is necessary to strictly control the production 
process of cigarette machines [3]-[5]. 

Traditional quality control methods, in the face of the complexity of the modern market and production 
environment gradually revealed bottlenecks. The traditional manual sampling method is limited by human resources 
and subjective judgment, and it is difficult to realize the comprehensive monitoring of the production process [6]. In 
addition, although rule-based automated systems can improve production efficiency, they lack sufficient adaptability 
to cope with rapid changes in the market and abnormalities in the production process, making the timeliness, 
accuracy and efficiency of quality control challenged [7]-[9]. Based on this, stability prediction and scheduling 
optimization in the cigarette production process is an innovative solution to meet the growing market demand and 
quality management challenges of the tobacco industry worldwide [10]-[12]. By introducing modern artificial 
intelligence technologies such as deep learning, cigarette manufacturers are able to realize real-time monitoring 
and intelligent adjustment of the whole production process [13], [14]. Deep learning algorithms can learn and 
discover potential patterns from a large amount of historical data to realize intelligent support for quality control [15], 
[16]. And deep learning technology, with its advantages in dealing with complex nonlinear problems, provides new 
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ideas for dynamic adjustment of quality fluctuations in cigarette production and rapid learning and optimization of 
production process parameters [17]-[19].  

Modern manufacturing industry is experiencing a profound change from the traditional production mode to the 
transformation of intelligent manufacturing, quality management as an important part of the core competitiveness 
of enterprises, its management level directly affects the market position and economic benefits of enterprises. 
Cigarette industry as an important branch of the traditional manufacturing industry, its production process involves 
silk, rolling, packaging and other complex processes, the quality control of each link has a decisive impact on the 
quality of the final product. In the current market environment where consumers' demand for product quality is 
constantly improving, how to realize accurate quality control of the production process has become a major 
challenge for cigarette companies. Traditional quality management methods mainly rely on manual empirical 
judgment and statistical process control, which has obvious deficiencies in dealing with complex production systems 
with multivariate coupling and obvious nonlinear characteristics, and it is difficult to realize accurate prediction and 
timely response to quality change trends. The rapid development of artificial intelligence technology, especially deep 
learning algorithms, provides new technical means to solve this problem. Deep learning has powerful feature 
extraction and pattern recognition capabilities, and is able to mine the hidden quality laws from a large amount of 
production data to achieve intelligent monitoring and prediction of complex production processes. However, 
traditional deep learning methods often suffer from poor adaptability and low learning efficiency when facing frequent 
changes in the production environment and limited sample data, which limits their application effect in actual 
industrial production. 

Based on the above analysis, this study proposes a Meta-DQN model that combines meta-reinforcement learning 
with deep Q-networks for quality stability prediction in cigarette production process. The study first establishes a 
production data acquisition system based on sensor network to obtain key working condition parameters in the 
production process in real time; then builds a Meta-DQN prediction model and optimizes the initial parameters of 
the network through the MAML algorithm, so that the model can quickly adapt to different production tasks and 
environmental changes; finally verifies the prediction accuracy and practicability of the model through the actual 
production data to provide technical support for the cigarette enterprises to achieve intelligent quality management 
for cigarette enterprises to realize intelligent quality management to provide technical support. 

II. Cigarette production process quality management theory foundation 
The production site is a place for material conversion and configuration of people, machines and materials in the 
manufacturing process, which is the core of the cigarette enterprise. The good or bad management of the production 
site is directly related to the quality of the products and is the source of profit of the cigarette enterprise. Production 
site management optimization is the process of using advanced management theories to continuously improve site 
management methods and approaches, with the aim of improving product quality, increasing production efficiency, 
reducing production costs, and guaranteeing on-site production safety. Therefore, production site management 
optimization is the best way to solve the production site management problems of cigarette enterprises. 
 
II. A. Total Quality Management and PDCA Theory 
II. A. 1) Total Quality Management Theory 
Total Quality Management (TQM) is a way of doing business in which quality is at the core of an organization, based 
on the participation of all employees, with the goal of satisfying customers, all employees and the community as a 
whole, and achieving long-term business growth. Some researchers have suggested that TQM refers to carrying 
out production and providing services at the most economical level, while ensuring full compliance with customer 
needs, so that all parts of the organization form an organic system in developing quality, maintaining quality and 
improving quality [20]. 

Total quality management has three core features, namely, the participation of all employees in quality 
management, the whole quality management and the quality control of the whole product. All staff participation in 
quality management is that all staff, from senior managers to general staff, and even grass-roots staff, to participate 
in quality improvement, an important principle of TQM is to participate in the “improvement of the quality of the work 
of the core institutions. TQM is based on strict control in market research, product selection, research and testing, 
design, raw material procurement, production, inspection, storage, sales and other aspects. The production process 
of the company is analyzed from the procurement of raw materials, production and inspection, and corresponding 
improvement measures are proposed. The quality of the products, on the other hand, is tested and confirmed 
through sales and after-sales service. 
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II. A. 2) PDCA cycle theory 
PDCA cycle, was proposed by the American expert Deming, PDCA cycle is widely used in all kinds of work. It mainly 
requires the work to be divided into four steps, including planning, implementation, checking and processing, and 
then summarize and learn from the successful experience in this improvement cycle, and improve the unsuccessful 
or fail to achieve the goal of the part into the next PDCA cycle to solve [21]. 

PDCA improvement cycle of a total of four stages, the first stage is P (plan), that is, to be based on the 
organization's goals or customer needs to develop work plans and related measures. The second stage is D 
(implementation), that is, the implementation of the work program that has been developed, this stage in accordance 
with the plan to carry out work to grasp the progress of the work plan. The third stage is C (check) stage, that is, 
according to the effect of the implementation of improvement measures and the development of the implementation 
of the plan, the implementation of the plan and the effect of checking, in this stage should be to the implementation 
of the process found in a timely manner to deal with the problem, including problem solving and implementation of 
the experience of the summary and so on. The fourth stage is the A (corrective) stage, which is to consolidate the 
results and summarize the experience based on the results and experience gained from carrying out the previous 
three stages of the work, and to import the unresolved problems in the next PDCA cycle, in which they will be 
resolved. 

 
II. B. Cigarette production process quality improvement design 
II. B. 1) Optimization of production quality management 
On the basis of the theory of total quality management, the production process quality control of cigarette enterprises 
is the key to product quality. The core of production quality management lies in process management, process 
management can be effectively integrated and combined, can make the original plan to achieve the desired results. 
Total quality management theory-oriented cigarette enterprise production process as shown in Figure 1, can put the 
focus of our work on efficiency, in providing customers and other parties with confidence about the stability of 
organizational performance. Costs and cycle times are reduced through efficient use of resources. Various process 
analyses allow focused and prioritized ownership of improvement opportunities, clarification of responsibilities, and 
identification of metrics to measure the process to facilitate meeting customer requirements and increasing 
customer satisfaction. 
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Figure 1: Flow chart of production process 
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The quality management of the production process of cigarette enterprises mainly involves the R&D Department, 
the Purchasing Department, the Quality Control Department, the Production Department, the Warehousing 
Department and other aspects. The use of process approach management for each organizational activity of the 
process of quality management program design. Production can best establish a set of standardized operating 
procedures, step by step, effectively improve product quality management. 

 
II. B. 2) Combined with PDCA standardization 
In the process of perfecting the enterprise cigarette production standardization, first of all, the enterprise 
standardization management system should be clarified, led by the Enterprise Management Department, as the 
management of the enterprise standardization of the main functional departments, is responsible for the 
management of the development of the enterprise's technical standards, work regulations, and the implementation 
of standard documents responsible for the supervision and inspection. In the process of improving the level of 
cigarette production standardization of cigarette factory enterprises, the overall idea can be in accordance with the 
PDCA way of working, in order to ensure the completeness and operability of the cigarette factory enterprise 
standards. 

First, the preparation of draft standard operating instructions. The standard operating instructions are jointly 
prepared by enterprise quality management personnel, field managers and field operation technicians. 

The second is to develop a standard process sequence table. Standard process flow is safe, fast and accurate 
to create a key foundation for quality products, through the development of standardized process sequence table, 
a clear order of operation, to prevent process errors lead to in-process quality problems. 

Thirdly, establish the applicability of production operation instruction and process sequence table. Front-line 
personnel carry out on-site production according to the workflow specified in the established production 
standardized operating instructions and process sequence table, and problems occurring in the production process 
should also be reflected in the checklist in a timely manner. 

Fourth, continuous improvement and refinement. For the situations appearing in the checklist of the third step, 
professional technical analysis meetings can be organized to strive for the best solutions. For the problems 
mentioned in the previous step, some experienced frontline operators suggest that special time products can be 
inspected separately, and the possible problems should be listed in detail. Through continuous improvement, the 
standardized operation manual is improved, and the guidance, operability and adaptability are greatly enhanced. 
Only in this way can standardized operations be promoted throughout the workshop. 

To sum up, through the standardized operation improvement, not only can it enhance the manufacturing efficiency 
and product quality management level of the whole production site, but also create a strong guarantee for the rapid 
entry of new workers and technical upgrading, which in turn ensures the production continuity, efficiency and stability 
of the production site of the cigarette factory. 

III. Cigarette production process quality stability prediction model 
With the deepening of economic globalization, the competition in the cigarette market is intensifying. Whether 
cigarette enterprises can be in a favorable position in the competition, product quality has become a key link that 
can not be avoided. The concept of high-quality development has put forward new requirements for cigarette 
enterprises. Cigarette factory enterprises can only further enhance the market competitiveness of cigarette 
enterprises by improving the product quality management ability in the production process and reasonably 
introducing deep learning algorithms to assist in realizing the quality stability prediction of the cigarette production 
process. 
 
III. A. Cigarette production data collection and processing 
III. A. 1) Cigarette production data collection 
In the production workshop of the cigarette factory, there are many different types of production machines, and the 
changes of each machine in the production process have a greater impact on the quality of cigarette production. 
This paper is based on a variety of sensors to collect data on the working conditions in the cigarette production 
process, and its specific process is shown in Figure 2. 
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Figure 2: Data collection for cigarette production 

The data acquisition module realizes the attribution of inspection items by batch. Usually, the production batch of 
a process section is unique, and each inspection item, such as moisture content, temperature, etc., is targeted at a 
specific process and a collection point. Therefore, the database table for batch attribution contains information such 
as batch number, production line, production brand, process section, process and inspection items, etc. The batch 
number is unique in the production process and can be used as the main identification code for the whole cigarette 
production process. Each inspection item is uniquely identified by batch number, production line, process section 
and process, and all inspection items of any batch can be associated, stored and managed through the batch, which 
is conducive to the analysis and comprehensive determination of cigarette production quality. 

 
III. A. 2) Cigarette production data processing 
This paper collects the temperature, humidity, and airflow speed characteristics of each working condition in the 
cigarette production process through various types of sensors in the production line of H Cigarette Factory, accesses 
the data collection microservice using the MQTT communication protocol, and selects 500 process samples, with a 
data collection frequency of once every 10 minutes. 

Notify the processing micro-service through the message queue mechanism to normalize the received cigarette 
production data to ensure data consistency. The MinMaxScaler normalization method is selected to converge the 
data to between 0 and 1, and the calculation formula is as follows: 

    min( ) / max( ) min( )X X X X X  å  (1) 

where X å  is the normalized feature matrix, X  is the feature matrix, and max( ), min( )X X  are the maximum and 
minimum values of the feature matrix, respectively. 

In this paper, we choose random sampling to select 80% of the total 400 as the training set, and the remaining 
20% of the total 100 as the test set. 

In this paper, the coefficient of determination, root mean square error, average absolute root mean square error 
are used to assess the quality of cigarette process, and the relevant formula is: 
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where 
iy  is the actual score value and 

iy  is the predicted sample score value. 
 

III. B. Meta-DQN based stability prediction 
III. B. 1) Deep Q-network model 
The DQN algorithm is trained and updated based on a Markov decision process, which consists of a state space, 
an action space, a reward function and a state transfer probability. In this process, the intelligent body interacts with 
the environment, observes the current state, takes an action, and receives a reward.The main structure of the DQN 
algorithm is two neural networks and a pool of experience, one is the goal network and the other is the action 
network. In the DQN algorithm, the intelligent uses the action network to select an action and also uses the goal 
network to compute the goal Q-value. The target Q-value is used to update the weights of the action network to 
improve the accuracy of the Q-value estimation. The main reason for employing the target network is that if the 
same neural network is used to compute both the Q-value and the target Q-value, it will result in the estimation of 
the Q-value and the computation process of the target Q-value interacting with each other, which in turn may lead 
to algorithm divergence. By using a target network, this influence can be effectively reduced and the convergence 
and stability of the algorithm can be improved [22]. 

(1) At each time step t , the intelligent body interacts with the environment to obtain a quaternion '( , , , )s a r s  of 
states, actions, rewards, and next states. These quaternions are stored in an experience playback pool for 
subsequent training. The empirical playback pool avoids correlation and bias in the data and increases the efficiency 
of data utilization. 

(2) A batch of data is randomly selected from the experience playback pool for training. Each quaternion 
'( , , , )s a r s  has a corresponding target Q value, which is calculated by the target network. The formula for the target 

Q-value is as follows: 

 ' ' '( , ) *max( ( , ))Q s a r Q s a   (5) 

where r  is the reward,   is the discount factor, Q   is the target network, and max( ( , ))Q s a    is the maximum 
Q  value of all actions feasible under the next state 's  of the maximum Q  value, and the target Q  value 
represents the cumulative payoff of performing the action a  in state s . 

(3) Calculate the loss function, which is calculated using the mean square error loss function. The formula for 
calculating the loss function is as follows: 

 2( ) 1 / * ( ( , ; ) )L N Q s a y     (6) 

where   is the parameter of the action network, N  is the number of samples, ( , ; )Q s a   is the value of Q  
computed by the action network, and y  is the value of the target Q . 

(4) Update the parameters of the action network, and by deriving the loss function, the gradient formula can be 
obtained as: 

 ( ) 1/ * ( ( , ; )*( ( , ; ) ))L N Q s a Q s a y          (7) 

The parameters of the action network are updated using an optimization algorithm to minimize the loss function. 
The updated parameters of the action network will be used for the next time the batch data is extracted for training. 

(5) Update the parameters of the target network, periodically update the parameters of the target network, and 
copy the parameters of the action network into the target network. This ensures that the parameters of the target 
network are more stable, reduces the variance of the Q-value estimation, and improves the stability of the algorithm. 

 
III. B. 2) Meta-reinforcement learning optimization 
The model-agnostic meta-learning (MAML) approach is a learning framework that provides meta-learners that are 
used to train a variety of base learners.The basic idea of MAML is to find better initial parameters of the neural 
network, such that with good initial parameters, the model is able to learn a new task quickly with fewer gradient 
descent steps. The goal of small-sample meta-learning is to train a model that can quickly adapt to different tasks 
with only a small amount of sampled data and a small number of iterative training sessions. To accomplish such a 
goal, the model is trained and learned during the meta-learning process, and the model that continues to be trained 
on top of the meta-model requires only a very small amount of sampled data and the number of training sessions 
to be able to adapt quickly to new tasks. 
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Define the model f  as a mapping from the set of states x  to the set of actions a . During the meta-learning 
process, the goal of model training is to quickly adapt to a large number of different tasks.The framework of MAML 
is able to be applied to all kinds of deep learning problems from supervised to unsupervised learning. Therefore, 
the learning tasks are conceptualized as follows: 

 
1 1 1 1{ ( , ,..., , ), ( ), ( | , ), }H H t t tx a x a q x q x x a HT L  (8) 

L  is the loss function, the distribution ( )q x  of the initial state set, the transfer distribution 
1( | , )t t tq x x a

, and the 

length of the entire task H . In general independent identically distributed supervised learning, 1H  . The model 
generates samples of length H  and produces the output 

ta  every elapsed time t , with a loss function 

1 1( , ,..., , )H Hx a x a RL . This loss function is able to serve as a feedback for that task, defined in the form of a 

misclassification loss or cost function in a Markov decision process, depending on the specific training task. 
In meta-learning, the distribution on the task ( )p T  is considered and the goal of the model is to adapt to such 

a distribution. For meta-training, tasks 
iT  are extracted from ( )p T , the model is trained using the extracted 

samples, and the sample tasks 
iT  are used to feed back the corresponding loss 

iTL , and use another batch of 

sample tasks 
i
T 's for error testing. At the end of meta-training, brand new tasks are drawn from ( )p T  samples, 

and the performance of meta-learning is weighed by the performance of the model after learning from K  samples. 
 

III. B. 3) Meta-DQN models 
DQN is a discrete control-oriented algorithm, but there are still drawbacks of overfitting to the environment and long 
training time of the algorithm, in order to improve the performance of the algorithm as well as quickly learn the 
optimal strategy, the idea of meta-learning is introduced into the DQN algorithm, and the Meta-DQN model is 
proposed for the prediction of the quality stability of the cigarette production process, and its specific framework is 
shown in Fig. 3. The Meta-DQN algorithm is based on the MAML algorithm, which was initially proposed to solve 
the learning problem of small samples. The Meta-DQN algorithm refers to the idea of MAML algorithm, which was 
proposed to solve the learning problem of small samples at the beginning, and this algorithm is also suitable for 
reinforcement learning, which can solve the ineffective problem of the initial learning of DQN algorithm and make 
its learning more efficient and accurate. 
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Figure 3: Meta-DQN model architecture 

The advantage of the MAML algorithm is that it can be easily combined with reinforcement learning, neural 
networks and other algorithmic structures to learn, and various loss functions can be used to optimize and refine 
the algorithmic model, which improves the algorithmic accuracy, and avoids the difficult problem of parameter 
expansion and structural change of the model, and greatly improves the algorithmic learning efficiency, compared 
to the updating function and learning rule methods previously used for refining the model. For the DQN algorithm, 
the reward function is set by the task, the evaluation of the strategy is carried out by setting Target Networks, and 
the parameter gradient is obtained by the derivation of the difference between the current network and the output 
of the target network. 

According to the algorithmic diagram, it can be seen that in each reinforcement learning problem there exists an 
initial state distribution ( )iP T , applying meta-learning to reinforcement learning, the loss function of each task 
corresponds to the reward function of reinforcement learning, and the model f  of learning for the strategy of 
reinforcement learning  , the loss function of the task 

i  and the model f  is: 

 
, ,

1 1

( ) ( , ) ( )
i i i r ii

H N
n

T x a f a i t t e
t n

L f E R x a l f
 

 

 
   

 
   (9) 
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After the loss function is determined, the network parameters   are updated using the policy gradient algorithm, 
and each additional update step during adaptive learning of the network function requires a new sample from the 
current policy 

i
f
   for training, and then the model parameters are updated again using gradient descent in the 

inner loop, i.e.: 

 ' ( )
ii TL f       (10) 

The structure of the algorithm is divided into two stages, the first stage uses the MAML algorithm to obtain a set 
of initialized parameters applicable to a variety of similar tasks, so that the model has an initial strategy, and then 
the use of deep reinforcement learning targeted learning training for the new environment task, so that the model 
can quickly learn the optimal strategy to accelerate the convergence speed of the model. 

The initialized model parameters   are used in the outer loop to update the parameters for a certain learning 
task after one learning to get the parameters applicable to this new task as: 

 ( )
i i

n
Tl f        (11) 

where ( )L f   is calculated as: 

 
1 1

( ) ( ) ( )
i i

N N
n n

n n

L f l f l f     
 

       (12) 

The Agent's dynamic model of the environment varies with the model parameters  , and its posterior knowledge 
distribution varies with the sampling trajectory 

1 1( , ,..., )HD x a x , action 
ta , and state 

1ts 
 updates. In order to 

improve the exploration strength of the Agent, it is important to make the actions taken at different times 
differentiated, i.e., the posterior distribution 

1 1( | , )t tp a s  
 is different from the prior distribution ( | , )t tq a s , and the 

difference of the prior and posterior distributions can be expressed by KL The dispersion is then expressed as: 

 1 1
1 1 1 1

1

( | , )
( ( | , ) ( | , ) ( | , ) log

( | , )

N
t t

kl t t t t t t
i t t

p a s
D p a s q a s p a s

q a s


  


 

   


‖  (13) 

First introduce the cross entropy formula for discrete random variables as: 

 
1

( , ) ( ) log( ( ))
n

i i
i

H p q p x q x


   (14) 

The specific KL scatter inference process is as follows: 
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   
 

 





 (15) 

To encourage the Agent to explore more, 
1 1( ( | , ) || ( | , ))kl t t t tD p a s q a s  

 should be maximized as an internal 
reward for the learning process, so the Agent's reward function can be set as: 

 1 1 1 1 1( , ) ( ( | , ) || ( | , ))t kj t t t tR r s a D p a s q a s       (16) 

where   is the learning factor. 

IV. Cigarette production process quality stability prediction application 
In recent years, with the Internet + Industry 4.0 in full swing, the cigarette industry is more and more aware of the 
importance of production quality management in the enterprise lean, improve the information technology on the 
allocation efficiency of industrial production resources, can promote the supply side structural reform at a higher 
level. Through the data to measure the level of production quality management, and then use the data to force the 
cigarette production quality management. 
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IV. A. Validation of integrated quality prediction results 
IV. A. 1) Meta-DQN model fitting 
The training set and test set error is an important index for evaluating the effect of Meta-DQN model on the quality 
stability prediction of cigarette production process. Based on the cigarette production data given in the previous 
section, the training set and test set are trained, and the relationship between the error and the number of iterations 
is shown in Fig. 4. As can be seen from the figure, when the number of iterations exceeds 3000, the data in the 
training set and test set reach the optimal result, and cannot continue to converge, which indicates that the structure 
of the constructed Meta-DQN model used for the prediction of quality stability in the cigarette production process is 
reasonable. 

 

Figure 4: Error curve of Meta-DQN model 

On this basis, this paper uses the R2 coefficient to analyze the fitting of the Meta-DQN model, and obtains the 
fitting relationship between the predicted value and the actual value of the quality stability of the cigarette production 
process as shown in Fig. 5, in which Fig. 5(a)~(b) shows the fitting results of the training set and test set samples, 
respectively. From Fig. 5(a), it can be seen that the predicted and actual values of the samples in the training set 
and test set are distributed near a straight line, and the R2 coefficient of determination of the actual value and the 
predicted value reaches 0.992 after testing, which indicates that the predicted value and the actual value of the 
Meta-DQN model for the integrated quality of the cigarette production process are relatively close to each other, 
and it is good for the prediction of the quality of the cigarette production process. From Fig. 5(b), it can be seen that 
the predicted and actual values of the test set samples are also distributed near the straight line, and the R2 
coefficient of determination of the actual and predicted values reaches 0.957 after the test, which indicates that the 
intrinsic relationship between the key indexes and the quality of the cigarette production process has strong 
correlation ability, and it is capable of predicting the comprehensive quality of the cigarette production process. 

  

(a) Training set (b) Test set 

Figure 5: The relationship between the actual value and the predicted value 

IV. A. 2) Verification of the quality of cigarette production 
Aiming at the data in the cigarette production process as a test sample, the main key parameters are selected as 
loose retort-discharge moisture content, loose retort-discharge temperature, first-stage charging-discharge moisture 
content, first-stage charging-discharge temperature, second-stage charging-discharge moisture content, and 



Quality Stability Prediction and Scheduling Optimization of Cigarette Production Process Empowered by Deep Learning Algorithms 

677 

second-stage charging-discharge temperature, which are denoted by P1~P6. The cigarette filament making process 
standards are denoted as standard L1 and standard L2, which correspond to the above six key parameters. The 
cigarette production quality data based on standard L1 is used as a training sample to construct a network model 
to analyze the relationship between adjustable parameters and key parameters. The cigarette production quality 
data based on standard L2 is used as a test sample to validate the network model and determine the usability of 
the network model. Cigarette production quality data based on standard L2 production is used as a test sample to 
compare and analyze the predicted and true values of each key parameter in the test sample to verify the accuracy 
and adaptability of the network model, and the specific results are shown in Table 1. 

The results are shown in Table 1. It can be seen that the deviation between the predicted values and the real 
values of each key parameter of the Meta-DQN model for the cigarette production process is within 1.0, with an 
average deviation of 0.212, which is lower than the average deviation of the center value of the setting interval of 
the corresponding key parameter of the criterion L2 and the real value of 0.565, indicating that the Meta-DQN model 
has a higher accuracy in the prediction of the stability of the quality of the cigarette production process. It shows 
that the Meta-DQN model has high accuracy in predicting the quality stability of the cigarette production process, 
and it can better describe the relationship between the process parameters and the quality indexes of the cigarette 
production process. 

Table 1: Comparison between the real values and values predicted 

Index L2 
Measured result Prediction result 

L2 Error M-P 
Means SD Means SD 

P1/% 17.2±1.9 16.581 0.815 16.815 1.521 0.619 0.234 

P2/℃ 56.9±3.4 56.492 1.072 56.238 1.437 0.408 0.254 

P3/% 20.2±1.3 20.075 0.518 20.029 0.599 0.125 0.046 

P4/℃ 48.1±3.5 47.364 7.232 47.563 0.456 0.736 0.199 

P5/% 21.6±1.7 21.027 0.751 21.279 1.796 0.573 0.252 

P6/℃ 53.8±2.8 52.869 0.939 53.154 1.748 0.931 0.285 

Means - - - - - 0.565 0.212 

 
IV. B. Stability analysis of cigarette production process 
IV. B. 1) Optimization of mass stability prediction 
In the cigarette production process, the production equipment often appear brand and production batch switching, 
as well as equipment start shift initial production state changes, at this time the DQN deep learning model because 
of the lack of sample size, in the case of small samples, its parameter prediction deviation is large, in the industrial 
control process can not meet the requirements of the product manufacturing process, easy to produce a short period 
of time the high rate of cigarette rejects, affecting the production cost of the situation. Based on this, this paper 
introduces the MAML algorithm to optimize the DQN model, and proposes the Meta-DQN model for optimizing the 
prediction of quality stability in the cigarette production process. 

The MAML algorithm is used as a predecessor model optimization, so as to solve the cigarette production process 
parameter adjustment and optimization method due to the large initial deviation caused by the DQN for the small-
sample learning process, and we designed a comparative experiment. The performance of DQN algorithm alone 
and Meta-DQN model in the initial operation stage of the equipment. Figure 6 shows the results of the comparison 
of the optimization of the quality stability prediction of the cigarette production process. 

The data plots show that after the introduction of the MAML approach, the system is able to quickly adapt to the 
new production conditions and achieve better performance on the new tasks with a small number of fine-tuning 
steps. This proves the effectiveness of MAML in parameter tuning and optimization in the cigarette production 
process. The DQN model incorporating MAML meta-learning is better able to perform stable weight control output 
during the initial operation stage of the equipment, and can effectively adjust the relevant parameters in the SRM 
weight control system to achieve stable cigarette weight and reduce the scrap rate. While relying only on the DQN 
learning algorithm in the initial operation stage of the device due to the learning content of the small sample, the 
greedy strategy is used in the selection of the execution of the action, and its convergence is slower, resulting in a 
large fluctuation in the weight control during the period, which greatly exceeds the standard of industrial production 
cost control. At the same time, the data also show the adaptability of the model in the face of multiple parameter 
changes and the application effect in actual production, further verifying the feasibility of the method. It should be 
noted that the introduction of MAML also needs to take into account the uncertainty in the actual production 
environment. Whether the parameters learned in the training process of the model can be well generalized to the 
actual production needs to be verified and tested. In addition, to better cope with the uncertainty in production, 
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MAML can be combined with other methods, such as reinforcement learning or model predictive control, to improve 
the robustness of the system. 

 

Figure 6: Prediction and optimization of quality stability 

IV. B. 2) Stability of chemical composition content 
In the process of cigarette production and processing, a sampling point is set in a process under the production 
process flow, and the next process after that is rolling and wrapping, so it can be assumed that the sample obtained 
at the sampling point is the finished cigarette, and it is analyzed by using the principal component analysis to obtain 
the principal component score map of the finished cigarette. Based on the principal component score plot, it can be 
seen that the tobacco samples at the sampling point and the finished cigarette samples are in the same principal 
component space, so the finished cigarette model can be used directly to predict the conventional chemical 
composition of the samples at the sampling point. 

Three different batches of tobacco samples were selected from the sampling points for chemical composition 
analysis, and the statistical data on the conventional chemical composition of the samples between different batches 
at the sampling points were obtained as shown in Table 2. As can be seen from the table, the mean values of total 
sugar, reducing sugar, chloride, total phytochemicals, total nitrogen and potassium of the samples between the 
three batches at the sampling point were 24.90%, 23.08%, 0.57%, 2.32%, 2.10% and 2.32%, respectively. The 
standard deviations of the main chemical components in the tobacco were also close to each other, which indicated 
that the quality consistency and stability of the cigarette products among different batches under the same sampling 
point were relatively good. 

Table 2: Stability of chemical composition content. 

- - First batch Second batch Third batch 

Total sugar 
Average value (%) 24.89 24.92 24.88 

Standard deviation 0.65 0.67 0.64 

Reducing sugar 
Average value (%) 23.11 23.05 23.07 

Standard deviation 0.61 0.62 0.65 

Chlorine 
Average value (%) 0.57 0.57 0.58 

Standard deviation 0.06 0.05 0.05 

Total alkaloids 
Average value (%) 2.31 2.32 2.32 

Standard deviation 0.07 0.07 0.07 

Total nitrogen 
Average value (%) 2.08 2.12 2.10 

Standard deviation 0.05 0.04 0.04 

Potassium 
Average value (%) 2.26 2.24 2.45 

Standard deviation 0.09 0.09 0.09 

 

V. Conclusion 
Through the application of deep learning algorithms in the prediction of quality stability in the cigarette production 
process, the Meta-DQN model shows excellent results in several key performance indicators. The model reaches 
the optimal convergence state after more than 3000 iterations of training, and the fitting effect of the training set and 
test set is good, which proves the rationality and effectiveness of the model structure. In the key process parameters 
prediction validation, the prediction accuracy of six parameters, including water content and temperature of loose 
moisture return material, water content and temperature of primary charging material, and water content and 
temperature of secondary charging material, is significantly improved, and the average prediction deviation is 
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controlled within 0.212, which is a significant improvement compared with the deviation level of 0.565 in the 
traditional method. The stability analysis of chemical composition shows that the average contents of total sugar, 
reducing sugar, chlorine, total phytochemical alkali, total nitrogen and potassium of the tobacco samples between 
different batches are stable at 24.90%, 23.08%, 0.57%, 2.32%, 2.10% and 2.32%, respectively, and the standard 
deviation of each component is kept at a low level, indicating that the consistency of the quality of the production 
process is good. meta-DQN model By introducing the meta-learning mechanism, the limitations of the traditional 
DQN algorithm in small sample learning and environment adaptation are effectively solved, and the parameter 
optimization and quality control can be realized quickly in the initial operation stage of the equipment, which 
significantly reduces the scrap rate and production cost. This study provides a feasible technical path for intelligent 
quality management in the cigarette industry, which is of great significance for improving production efficiency and 
product quality. 
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