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Abstract Financial data analysis plays a crucial role in investment decision-making, but investors must also be wary 
of the issues that may arise. To address issues such as information lag, financial data manipulation, and distorted 
financial indicators. This paper employs hierarchical clustering and principal component analysis methods to 
conduct a diagnostic study of the financial condition of HK Company. The study primarily involves selecting financial 
condition diagnostic indicators, performing dimensionality reduction on the diagnostic indicators, and extracting the 
principal components of the diagnostic indicators. Subsequently, a comprehensive evaluation function is 
constructed based on the contribution rates of each principal component. This evaluation function enables the 
determination of the company's current financial condition, providing reliable data support for investment decisions. 
A collaborative filtering algorithm based on weighted triads is proposed as an investment decision-support model to 
provide investment decision schemes for investors. Experimental analysis indicates that the proposed model 
outperforms the benchmark method in estimating user preferences with greater accuracy. It also addresses the data 
sparsity issue where most results are zero when calculating the similarity between investment products using 
traditional collaborative filtering recommendation algorithms. 
 
Index Terms weighted triads, collaborative filtering algorithm, hierarchical clustering, principal component analysis, 
investment decision-making 

I. Introduction 
In today's complex and ever-changing economic environment, the accuracy of corporate investment decisions 
directly impacts their market competitiveness and long-term development [1]. Financial analysis, as a crucial tool 
for evaluating the economic benefits of investment projects and predicting investment risks, plays an irreplaceable 
role in optimizing corporate investment decisions [2]. In the digital age, businesses possess vast amounts of data; 
however, traditional financial analysis methods are constrained by data scale and analytical capabilities, making it 
difficult to fully unlock the value of this data and convert it into actionable business insights [3]-[5]. Additionally, 
traditional investment decision-making methods often overlook the comprehensiveness and depth of financial 
analysis, leading to blind spots and risks in investment decisions [6], [7]. Therefore, by analyzing investment 
decision-making models based on financial analysis, their specific applications, and optimization, we aim to provide 
companies with more scientific and reasonable investment decision-making criteria [8], [9]. 

The emergence of big data technology has brought revolutionary changes to corporate financial decision-making, 
offering more comprehensive, accurate, and timely decision support [10]. Data-driven analytical paradigms enable 
enterprises to break through the limitations of traditional single data sources, achieving multidimensional integration 
of financial, market, and operational data [11], [12]. The application of machine learning and deep learning 
technologies in predictive analytics enhances the accuracy of financial indicator predictions, providing reliable data 
support for investment decisions [13]-[15]. Based on this, big data-driven financial analysis, as an important trend 
in the future development of financial analysis, will provide strong data support for corporate decision-making and 
drive the transformation of enterprises into data-driven organizations [16], [17]. Enterprises need to actively 
embrace big data technology, cultivate data analysis talent, and establish data security systems to remain 
competitive in the future [18], [19]. 

The deep integration of big data analysis technology with financial decision-making has enabled a shift from static 
analysis to dynamic monitoring, and from experience-based judgment to data-driven decision-making. On one hand, 
cloud computing and distributed processing technologies have enabled enterprises to build efficient data processing 
platforms, making real-time financial analysis possible. Literature [20] developed a mathematical model for 
identifying key variables in cloud capacity decision-making, which can assess investment opportunities in cloud 
capabilities for enterprise users under probabilistic conditions, thereby providing valuable insights for users' 
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investment decisions. Literature [21] constructed a cloud accounting IT audit model to analyze financial status 
indicator data for enterprises. This model can accurately identify and judge abnormal situations in data on cloud 
accounting platforms, providing support for enterprises' sustainable development investment decisions. Literature 
[22] introduced cloud accounting information systems into the hotel industry, exploring the utility of cloud-based 
accounting functions in enhancing the competitive advantage of the hotel industry and promoting its long-term 
economic growth. 

On the other hand, the deepening application of artificial intelligence technology in financial analysis has enabled 
enterprises to establish intelligent financial early warning mechanisms that can identify risks in a timely manner. 
Literature [23] proposes an enterprise financial risk prediction model based on a BP neural network. By focusing on 
changes in enterprise financial performance, it can provide enterprises with relatively accurate financial crisis 
predictions and has played an important role in the practice of enterprise financial early warning. Literature [24] 
combines the LSTM neural network model with the attention mechanism to predict systemic risks in China's financial 
markets. It incorporates online public opinion indicators into the early warning model, demonstrating high 
generalization performance and prediction accuracy. Literature [25] compares the predictive effectiveness of 
different early warning systems for financial crises, finding that early warning indicators based on price volatility 
feedback rates are more effective than logistic regression and contrast models in improving crisis prediction 
accuracy. Literature [26] builds upon enterprise financial data mining using a BP neural network, introducing mobile 
edge computing services and a geographic point of interest information optimization model, significantly improving 
the accuracy of enterprises' predictions of their own financial health and crises, thereby assisting enterprises in 
improving their financial management. 

It is evident that the application of technologies such as artificial intelligence and cloud computing will further drive 
the intelligent development of financial analysis, making it more efficient, intelligent, and secure, and providing 
stronger support for corporate decision-making to help enterprises achieve more efficient and sustainable 
development. Of course, this cannot be achieved without the support of intelligent algorithms. 

This paper uses HK Company's financial and non-financial data from 2019 to 2024 as a basis to establish a 
financial indicator system that combines financial and non-financial indicators. It uses hierarchical clustering 
methods to preprocess the data and preliminarily screen the required analysis variables. It uses principal component 
extraction methods to further reduce the dimensionality of the indicator data after hierarchical clustering and 
calculates the comprehensive financial status scores for each year. To address the issue of low diversity in traditional 
collaborative filtering algorithms, a collaborative filtering algorithm based on weighted triads is proposed. By 
introducing label information in the context of sparse data and limited additional information, both user interests and 
investment product attributes can be reflected simultaneously. A triad graph is constructed using the triadic 
relationships between users, investment products, and labels to calculate user preference scores and integrate 
product similarity. Finally, resource reallocation is performed on the weighted tripartite graph using the heat 
conduction method to uncover more similarity relationships, and collaborative filtering frameworks are employed for 
investment decision recommendations. 

II. Principal component analysis method 
Principal component analysis is a mathematical method that reduces the dimensionality of a large amount of data 
that would otherwise need to be compared, using a few principal components that represent most of the data 
information to represent the data. Not only are the principal components not highly correlated with each other, but 
they also cover most of the information represented by the previous indicators. Using SPSS 20.0 software to process 
the financial performance evaluation indicators selected for this paper, several principal components that represent 
the majority of the financial performance evaluation indicators are obtained after data processing. The specific 
values of each principal component can be calculated using the factor score matrix in the SPSS analysis results. 
Each principal component in the results represents one of the “four capabilities,” with only weak correlations among 
them, which is beneficial for further financial analysis [27], [28]. 

The following explains how principal component analysis is applied to actual financial performance evaluation. 
Below are the specific steps used in this paper to evaluate the financial performance of HK Company using principal 
component analysis: 

The first step is to select financial performance evaluation indicators based on indicator selection principles, and 
then construct a raw data matrix based on the selected indicators. The raw evaluation matrix X  used in this paper 

represents m  financial indicators horizontally and n  sample companies vertically. The specific matrix is as follows: 
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The second step involves standardizing the raw data. First, due to the large number of sample companies and 
significant differences in data, if standardization is not performed, the final principal component scores will also vary 
greatly, which does not reflect the actual financial disparities between companies and is inconsistent with objective 
reality. Second, the units of the selected financial performance evaluation indicators are not comparable. During 
data processing, it is necessary to reduce the differences in analysis results caused by different units. The 
standardized processing formula used in the paper is: 
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In the paper, SPSS 20.0 software was used to standardize the data. In the equation, 
jx  represents the standard 

deviation of the variable. In the equation,  jVar x  represents the standard deviation of the variable. 

The third step involves combining the results of the suitability test in the SPSS software to determine whether the 
selected original financial performance evaluation indicators can be subjected to principal component analysis. The 
most important criteria for this determination are whether the KMO value and Bartlett's sphericity test value in the 
suitability test results meet the minimum requirements. If the requirements are not met, it indicates that the principal 
components cannot cover most of the original indicator information, failing to meet the requirements for analysis in 
the paper. The specific threshold values are that the KMO value must exceed 0.6, and the Bartlett sphericity test 
result must be less than 0.05. 

The fourth step is to extract the principal components. When determining the number of principal components, 
consider the contribution rate of the jth eigenvalue and the contribution rate of the first m  eigenvalues. 

je  is the 

contribution rate of a specific eigenvalue, and 
mE  is the sum of the contribution rates of the first m  eigenvalues. To 

determine the number of principal components, identify how many eigenvalues satisfy the conditions of having a 
value greater than 1 and a contribution rate sum greater than 90%. 
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The fifth step is to interpret the extracted principal components. Determining the loadings of the principal 
components in each original indicator is done in order to objectively interpret the principal components. The 
relationship formula for principal component loadings is: 

  1,2, , ; 1,2, ,ij ijI u i m j p     (5) 

Each principal component contains the original data, but the correlation between each principal component and 
the original indicators is different. However, the loadings between the principal components and each original 
indicator are different. Based on the factor loading table, the loadings between each principal component and each 
original indicator can be clearly seen. Loadings are represented by numerical values, which can be either positive 
or negative. In determining the principal components, the paper examines the absolute values of the loadings, 
selects the principal component with the largest absolute loading value among the original indicators, and names it 
accordingly. This is because the absolute value of the loading represents the extent to which the principal 
component encompasses the information of the indicators. The closer the absolute value of the loading is to 1, the 
more information from the original indicators it can explain. 

Finally, determine the formula for each principal component. Following the above steps, each principal component 
is named, and then the linear formula for each principal component is determined. The formula is determined by 
referring to the component matrix table, where each column in the matrix table represents the coefficient of each 
financial indicator, and each column represents a principal component. The formula is expressed as follows: 
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Among them, 
jF  represents the jth principal component, and there are a total of m principal components. 

iX  

represents the ith financial indicator, and there are a total of p financial indicators. Since the paper focuses on the 
important indicators that constitute each principal component, each principal component is composed of the 
indicator factors that have the greatest impact on it, so the indicator factors included in each principal component 
are different. 

III. Financial condition diagnosis research 
III. A. Construction of a Financial Condition Diagnosis Indicator System 
Taking all of the above factors into consideration and combining them with HK Company's financial statement data, 
this paper categorizes the company's data into six major categories based on profitability, solvency, growth potential, 
operational efficiency, cash generation capacity, and non-financial indicators. The financial condition diagnostic 
indicators used in this paper are summarized in Table 1. 

Table 1: Diagnostic index system for financial situation 

Index Code Index 

Profitability 

X1 Return on equity (weighted) (%) 

X2 Net asset yield (amortized) (%) 

X3 Net asset profit rate (%) 

X4 Sales net profit rate (%) 

X5 Fee adoption rate (%) 

X6 Cost profit per cent (%) 

Solvency 

X7 Mobility ratio 

X8 Speed ratio 

X9 Overspeed ratio 

X10 Equity ratio 

X11 Cash current liability ratio 

Growth ability 

X12 Revenue growth (%) 

X13 Rate of operating profit (%) 

X14 Net profit growth rate (%) 

X15 Net equity growth rate (%) 

X16 Total asset growth rate (%) 

Operational capacity 

X17 Inventory turnover (times) 

X18 Receivable turnover (times) 

X19 Turnover of current assets (times) 

X20 Fixed asset turnover (times) 

X21 Equity turnover (times) 

X22 Total asset turnover (times) 

Ability to acquire 

X23 Sales cash ratio (%) 

X24 Cash recovery (%) 

X25 Total asset cash recovery (%) 

Non-financial indicators 
X26 z-index 

X27 Independent proportion (%) 

 
III. B. Preprocessing of financial condition diagnostic indicators 
III. B. 1) Preliminary data processing 
This paper uses data from HK Company for the six-year period from 2019 to 2024 as a basis, employing Excel 
spreadsheet functions to calculate the required financial ratios. These ratios are compiled into an indicator data 
table to reflect the company's profitability, debt-repayment capacity, growth potential, operational efficiency, and 
cash-generating ability. The financial condition diagnostic indicators for each year from 2019 to 2024 are shown in 
Table 2. 
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Table 2: HK's indicator data of 2019-2024 

Index Code 2019 2020 2021 2022 2023 2024 

Profitability 

X1 -0.0261 -0.0575 0.2934 0.0513 0.0564 0.0591 

X2 -0.0111 -0.0662 0.2863 0.0531 0.0750 0.0921 

X3 -0.0016 -0.0328 0.1781 0.2546 0.3643 1.6221 

X4 -0.2363 0.0218 0.0739 0.0585 0.0744 -0.9683 

X5 4.1782 4.4021 8.0916 7.8177 9.4845 14.8501 

X6 -0.2315 -0.9599 4.9504 6.7605 10.9745 29.7118 

Solvency 

X7 2.0133 1.9699 1.5116 1.9915 1.5336 1.4470 

X8 0.9287 1.0844 0.7139 0.9511 0.7847 0.0969 

X9 0.9935 1.2214 1.0822 1.0715 0.4930 1.1308 

X10 0.4791 0.6033 0.7121 0.7668 0.8453 0.8594 

X11 0.0087 -0.0187 -0.0201 -0.0146 0.0048 0.0292 

Growth ability 

X12 2.7922 38.9701 27.8960 12.8874 -3.5099 95.4025 

X13 -99.2614 10.1137 -3.4643 1.0597 0.4207 3.7184 

X14 0.0889 0.1014 0.0837 0.0978 0.0986 0.0797 

X15 -0.0464 -0.2500 0.1193 1.0170 1.3163 4.4900 

X16 0.1800 7.1051 6.9847 3.9895 5.1126 6.8126 

Operational capacity 

X17 2.9814 2.9571 2.9448 2.8656 2.5065 2.9962 

X18 2.9347 2.9872 2.7278 2.4011 2.5424 2.2958 

X19 0.0363 0.0521 0.0719 0.0828 0.0754 0.1359 

X20 0.1477 0.2065 0.2602 0.2878 0.2585 0.5302 

X21 0.0351 0.0862 0.0604 0.0859 0.0878 0.1679 

X22 0.0250 0.0504 0.0505 0.0559 0.0429 0.0730 

Ability to acquire 

X23 0.2029 0.1939 0.1666 0.1926 0.2123 0.1969 

X24 -48.2357 1.0970 -241.4955 -55.9379 64.4633 53.9458 

X25 0.3319 -0.0069 -0.5787 -0.1835 0.3057 1.1224 

Non-financial indicators 
X26 1.55 1.55 1.55 1.55 1.55 1.55 

X27 33.17 40.55 31.26 46.70 31.29 31.47 

 
III. B. 2) Data dimension reduction processing 
In this paper, 27 financial indicators from HK Company were selected for diagnosis, and a hierarchical clustering 
method was used to reduce the dimensionality of these indicators. All financial and non-financial data indicators 
from 2019 to 2024 were imported from Excel spreadsheets into the SPSS system, and variables were set according 
to the system's requirements. Subsequently, data mining analysis was conducted on these data. The final filtered 
variable system is shown in Table 3. After dimensionality reduction of the indicator data, 11 redundant indicators 
were removed. The remaining 16 indicators fully represent the information of the original indicator system, so these 
16 diagnostic indicators were selected for subsequent diagnostic research. 

Table 3: Index system after pretreatment 

Index Code Index 

Profitability 

X2 Net asset yield (amortized) (%) 

X4 Sales net profit rate (%) 

X5 Fee adoption rate (%) 

X6 Cost profit per cent (%) 

Solvency 
X7 Mobility ratio 

X11 Cash current liability ratio 

Growth ability 

X12 Revenue growth (%) 

X13 Rate of operating profit (%) 

X16 Total asset growth rate (%) 

Operational capacity 

X18 Receivable turnover (times) 

X21 Equity turnover (times) 

X22 Total asset turnover (times) 

Ability to acquire 

X23 Sales cash ratio (%) 

X24 Cash recovery (%) 

X25 Total asset cash recovery (%) 

Non-financial indicators X27 Independent proportion (%) 
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III. C. Extraction of principal components of financial condition diagnostic indicators 
Dimension reduction of the indicators was performed using hierarchical clustering, and 16 financial indicators were 
ultimately selected. However, it was difficult to determine whether there were any financial indicators that could be 
further merged. Therefore, this paper used principal component analysis to first extract variable factors, further 
reduce dimensions, and perform data analysis to derive a comprehensive evaluation function. 
 
III. C. 1) Extraction of principal components 
Principal component analysis (PCA) is not a simple dimension reduction technique, but rather a method of 
integrating the information contained in the data to generate new indicators that represent the original data 
information. It is another approach to data dimension reduction. The extracted principal components are 
comprehensive representations of the original financial diagnostic indicators, and each principal component is 
independent of the others, meaning that the corresponding vectors are orthogonal to one another. Additionally, the 
final principal components must satisfy the condition that their eigenvalues are greater than 0.5. 

The results of principal component extraction are shown in Table 4. The four principal components extracted 
contain more than 90% of the information from the original financial diagnostic indicators. To illustrate this more 
clearly, a scatter plot of the eigenvalues extracted from the principal components is shown in Figure 1. The first four 
principal components cover most of the original data information without causing any loss of data information. 

Table 4: Schematic diagram of the total variance decomposition table 

Constituent 
Initial eigenvalue Extract the sum of squares and load 

Total Variance/% Cumulation/% Total Variance/% Cumulation/% 

1 8.224 0.514 0.514 8.224 0.514 0.514 

2 4.528 0.283 0.797 4.528 0.283 0.797 

3 1.375 0.086 0.883 1.375 0.086 0.883 

4 0.624 0.039 0.922 0.624 0.039 0.922 

5 0.381 0.024 0.946    

6 0.21 0.013 0.959    

7 0.143 0.009 0.968    

8 0.099 0.006 0.974    

9 0.088 0.006 0.98    

10 0.078 0.005 0.985    

11 0.061 0.004 0.989    

12 0.059 0.004 0.993    

13 0.052 0.003 0.996    

14 0.039 0.002 0.998    

15 0.021 0.001 0.999    

16 0.018 0.001 1.000    

 

 

Figure 1: Characteristic value gravel diagram 
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To clearly illustrate the relationship between the principal component factors and the original variables, the 
extreme variance method was used to rotate the component loading matrix, and the rotated component loading 
matrix is shown in Table 5. 

Principal Component 1 (F1) is primarily influenced by five financial condition diagnostic indicators: return on equity 
(diluted), net profit margin, cost-to-revenue ratio, equity turnover rate, and total asset turnover rate. F1 is named the 
operational capability factor. 

Principal component 2 (F2) is primarily explained by six financial indicators: current ratio, cash-to-current liabilities 
ratio, accounts receivable turnover rate, sales cash ratio, operating income cash recovery rate, and total assets 
cash recovery rate. F2 is named the cash generation capability factor. 

Principal component 3 (F3) is primarily explained by three financial indicators: operating profit growth rate, total 
assets growth rate, and independent director ratio. F3 is named the growth capability factor. 

Principal component 4 (F4) is primarily explained by two financial condition diagnostic indicators: management 
expense ratio and operating revenue growth rate. F4 is named the profitability factor. 

Table 5: Rotational load matrix 

Code 
Constituent 

1 2 3 4 
X2 0.920 -0.236 -0.007 0.322 
X4 0.976 -0.160 0.021 0.104 
X5 -0.967 0.032 0.124 0.207 
X6 0.948 0.192 0.015 0.173 
X7 -0.004 0.985 -0.01 -0.096 
X11 0.479 0.729 -0.345 0.308 
X12 0.595 0.047 0.203 0.771 
X13 0.382 -0.147 0.888 -0.052 
X16 0.395 -0.265 0.729 0.336 
X18 0.009 0.966 0.054 0.187 
X21 0.923 -0.118 0.183 -0.258 
X22 0.925 -0.123 0.218 0.293 
X23 0.059 0.981 -0.125 -0.043 
X24 0.238 0.945 0.082 -0.006 
X25 0.568 0.711 -0.316 0.347 
X27 0.481 0.302 0.665 -0.013 

 
III. C. 2) Formation of the comprehensive evaluation function 
The impact factor scores obtained in the previous step are used as the coefficients for each principal component. 
The values of each principal component are calculated based on the contribution rates of the respective impact 
indicator variables and the values of the indicator variables themselves. Specifically, the factor score coefficient 
matrix obtained during the principal component extraction process is shown in Table 6. 

Table 6: Factor score coefficient matrix 

Code 
Constituent 

1 2 3 4 
X2 0.122 -0.003 -0.062 0.103 
X4 0.187 -0.008 0.015 0.197 
X5 -0.289 0.019 0.044 0.535 
X6 0.162 -0.002 0.049 -0.057 
X7 -0.012 0.236 -0.081 -0.183 
X11 0.005 0.086 -0.180 0.235 
X12 -0.104 -0.049 0.031 0.73 
X13 0.058 0.027 0.418 -0.215 
X16 -0.033 -0.036 0.296 0.275 
X18 -0.086 0.227 0.081 0.145 
X21 0.138 -0.017 0.054 -0.007 
X22 0.103 -0.028 0.06 0.086 
X23 -0.001 0.194 -0.009 -0.16 
X24 0.03 0.218 -0.106 -0.156 
X25 0.007 0.088 -0.136 0.228 
X27 -0.144 0.132 0.386 0.075 
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According to Table 6, the specific representation of each principal component factor can be obtained, where the 
coefficients of each original diagnostic indicator are the contribution rates of their corresponding principal 
components. The specific expressions are as follows: 

F1=0.122*X2+0.187*X4-0.289*X5+0.162*X6-0.012*X7+0.005*X11-0.104*X12+0.058*X13-0.033*X16-
0.086*X18+0.138*X21+0.103*X22-0.001*X23+0.03*X24+0.007*X25-0.144*X27 

F2=-0.003*X2-0.008*X4+0.019*X5-0.002*X6+0.236*X7+0.086*X11-0.049*X12+0.027*X13-
0.036*X16+0.227*X18-0.017*X21-0.028*X22+0.194*X23+0.218*X24+0.088*X25+0.132*X27 

F3=-0.062*X2+0.015*X4+0.044*X5+0.049*X6-0.081*X7-
0.18*X11+0.031*X12+0.418*X13+0.296*X16+0.081*X18+0.054*X21+0.06*X22-0.009*X23-0.106*X24-
0.136*X25+0.386*X27 

F4=0.103*X2+0.197*X4+0.535*X5-0.057*X6-0.183*X7+0.235*X11+0.73*X12-
0.215*X13+0.275*X16+0.145*X18-0.007*X21+0.086*X22-0.16*X23-0.156*X24+0.228*X25+0.075*X27 

Based on the composition expressions of the four principal components and the coefficients of each principal 
component calculated using the component loading matrix, a comprehensive evaluation function capable of 
assessing a company's financial condition is derived, namely Y = 0.143*F1 + 1.084*F2 + 0.86*F3 + 1.831*F4. By 
applying the relevant indicator data of HK Company from 2019 to 2024 to this formula, we can calculate the values 
of each principal component factor for the past six years and the comprehensive evaluation function score for the 
company's overall financial condition, as shown in Table 7. 

This allows for a clear understanding of the company's operational performance in each year and identifies which 
years experienced financial issues. To determine which specific indicators caused problems and impacted HK 
Company's overall financial condition, analysis can be conducted based on the key influencing factors identified 
during the principal component extraction process. Principal components are a comprehensive representation of 
specific indicators. After identifying which principal component is the primary influencing factor, it is necessary to 
conduct a detailed analysis of the main constituent indicators of that principal component, grounding the indicators 
in the company's actual operational activities, thereby addressing the issues in practice. This enables a systematic 
analysis of the company's operational strategy based on actual conditions and targeted solutions to the financial 
challenges faced by HK Company. 

Table 7: HK company's financial comprehensive score for the past six years 

 2019 2020 2021 2022 2023 2024 

F1 -2.7022 2.4294 -15.2053 -2.4884 -7.3197 -4.8529 

F2 6.1721 5.0997 4.7299 5.4027 5.5750 -11.5886 

F3 34.0790 32.0589 31.3065 31.9189 19.5596 12.5473 

F4 42.0201 39.6858 23.4185 35.4346 7.4485 12.7445 

Y 100.2380 93.8010 -4.5558 87.9875 35.3514 17.5413 

 

IV. Investment decision support model 
Innovation in investment decision support models has become key to companies seeking efficient returns on 
investment. With the growth of data volumes and advances in analytical technology, traditional investment models 
are unable to fully capture the complexity and dynamism of the market. Therefore, this paper proposes a 
collaborative filtering algorithm based on weighted triads to deeply mine hidden patterns and correlations in data, 
thereby providing more accurate guidance for investment decisions. 
 
IV. A. Construction of the Three-Part Model 
The item-user+ag tripartite graph model treats users U , investment products I , and labels T  as abstract nodes 
and constructs a tripartite graph using the relationships between the nodes. 

1 2{ , , , }mU u u u   represents the set of 

m  users, 
1 2{ , , , }nI i i i   represents the set of n  investment products, 

1 2{ , , , }rT t t t   denotes the set of r  tags. 

The relationships among the three sets are represented by the tripartite graph ( , , , )IUT U I T E  is used to represent 

the relationship between the three sets, where U I T    , and E  represents the set of connections between 
users and investment products and between users and tags. The edges between users and investment products 
represent users' selection of investment products, and the edges between users and tags represent users' use of 
tags. 

The tripartite graph consists of two subgraphs (the bipartite graphs user-item and user-tag), which are 
represented as follows: 
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If user u   chooses investment product i  , 1uia    otherwise 0uia    Similarly, if user u   uses the tag t  , ' 1uta   , 

otherwise ' 0uta   unweighted item-user-tag tripartite graph model is shown in Figure 2(a). 

In the tripartite graph, the weights of the edges between users, investment products, and tags typically represent 
the degree to which users like investment products and tags. In this paper, the degree to which users like investment 
products and tags is defined as user preference, including user preference for investment products (UPI) and user 
preference for tags (UPT). Then, the user preference values are used as the weights of the corresponding edges 
in the item-user-tag tripartite graph to construct a weighted item-user-tag tripartite graph model. The definitions of 
user preference for investment products and user preference for tags are as follows. 

Definition 1: In the tripartite graph IUT , if there is an edge between user u  and investment product i , the weight 
of the edge between user u  and investment product i  represents user u 's preference for investment product i , 
defined as user u 's preference for investment product i , denoted as ( , )upi i u . 

Definition 2: In the tripartite graph IUT , if there is a connected edge between user u  and tag t , then the weight 

of the connected edge between user u  and tag t  represents user u 's preference for tag t , defined as user u 's 
preference for tag t , denoted as ( , )upt t u . 

Based on the above definitions, the weighted item-user-tag tripartite graph model is shown in Figure 2(b). In the 
weighted user-item and user-tag bipartite graphs A   and 'A  , if user u   chooses to invest in product i  , then 

( , )uia upi i u , otherwise 0uia  . Similarly, if user u  uses tag t , ( , )uta upt t u  , otherwise 0uta  . 
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Figure 2: Tripartite network model 

In the weighted user-item bipartite graph, denote the sum of the edge weights of all edges connected to 
investment product i  as: 

 
1 1

( ) ( , )
m m

ui
u u

k i a upi i u
 

    (9) 
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Indicates the degree of investment product i . Denotes the sum of the edge weights of all edges connected to 

user u : 

 
1 1

( ) ( , )
n n

ui
i i

k u a upi i u
 

    (10) 

Indicates the degree of user u . The transpose matrix of A  is ( )T
i n mA a u  . Based on this, construct a diagonal 

matrix related to user degree: 

 
1( , , , , )U U U

U u mD diag d d d    (11) 

 
1

, ( ) 0
( )

0, ( ) 0

v
u

k u
k ud

k u

  
 

 (12) 

Construct a diagonal matrix related to the degree of investment products: 

 
1( , , , , )l i nD diag d d d      (13) 

 
1

, ( ) 0
( )

0, | ( ) 0

l
i

k i
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k i

  
 

 (14) 

In the weighted user-tag bipartite graph, denote the sum of the edge weights of all edges connected to tag i  as: 

 
1 1

( ) ( , )
m m

ut
u u

k t a upt t u

 

    (15) 

Denotes the degree of label t . Let denote the sum of the edge weights of all edges connected to user u : 

 
1 1

( ) ( , )
r r

ut
t t

k u a upt t u
 

     (16) 

The transpose matrix  ' ( )T
tu r mA a

  of the degree 'A  of user u  constructs a diagonal matrix related to the user 

degree: 

 ' ' ' '
1( , , , , )U U U

U u mD diag d d d    (17) 

 '

1
, ( ) 0

( )

0, ( ) 0

U
u

k u
k ud

k u

    
  

 (18) 

Construct a diagonal matrix related to tag degrees: 

 
1( , , , , )T T T

T t rD diag d d d    (19) 

 
1

, ( ) 0
( )

0, ( ) 0

T
t

k t
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k t

  
 

 (20) 

IV. B. User Preference Calculation 
Consider the three-part graph IUT   as two bipartite graphs UI   and UT  . Using projection techniques, map the 
binary relationships in the two bipartite graphs to the single-mode networks IU  and TU  associated with two users. 

Calculate the users' preferences for investment products and tags, which serve as the weights for the corresponding 
edges between users and investment products, and between users and tags in the three-part graph. The matrix 

TQ PP   in Figure U    represents the relationships between each pair of users who have selected the same 

investment product, while the matrix TQ P P     in Figure TU   represents the relationships between each pair of 
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users who have used the same tag. Matrices rP   and 'TP   are the transposed matrices of matrices P   and 'P  , 

respectively. The process of converting the tripartite graph into bipartite graphs and single-mode networks is 
illustrated in Figure 3. 

 

 1t

 2t

 3t

 4t

 3u

 2u

 1u

 1i

 2i

 3i

 4i

 5i

 

 1t  2t  3t  4t

 3u 2u 1u

 

 1i  2i  3i  4i  5i

 3u 2u 1u

 

 1u

 2u  3u

 

 2u  3u

 1u

IUT UI

UT IU

TU

2 2

2

2

1
 

Figure 3: Transformation process 

The similarity of users' preferences for investment products indicates that if two users choose certain identical 
investment products, their preferences for investment products are similar. The element 

uvx  in the similarity matrix 

X  of users' preferences for investment products represents the similarity of preferences for investment products 

between users u  and v : 

 ,w
w w

w w w

Q
q

x q
q q q


 

  (21) 

Based on the similarity of users' preferences for investment products as described above, we can obtain users' 
preferences for investment products: 

 TY P X  (22) 

The element 
iu  in Y  represents user u 's preference for investment product i , ( , )upi i u .  

The element 
uvx  in the user preference similarity matrix X  represents the preference similarity between users u  

and v  for a label: 

 ,uv
uv uv

uv uv uv

q
x q Q

q q q


  

   
 

 (23) 

Based on the above user preference similarity for tags, we can obtain the user's preference for tags: 

 TY P X    (24) 

The element 
ay  in 'Y  is user u 's preference degree ( , )upt t u  for label t . 

 
IV. C. Similarity calculation 
First, consider a weighted user-item bipartite graph. Assume that the target user u  is allocated “1” unit of resources, 
while other users have 0 resources, resulting in an initial m -dimensional resource vector 

1f . After heat conduction 

diffusion, the final resource vector for all users is obtained as 
1 1f Wf  , where W  is the state transition matrix for 

the heat conduction process. In the first step, users allocate resources to each investment product based on the 
ratio of the edge weights between users and investment products to the sum of the edge weights for each investment 
product. After diffusion, the resource vector for investment products is obtained as: 

 
1 1

T
Ig D A f  (25) 

The second step is to distribute resources to users according to the ratio of the edge weight between investment 
products and users and the sum of each user's edge weight, obtaining the final resource vector for all users: 
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1 1 1U U If D Ag D AD A f   ú  (26) 

From this, we obtain the state transition matrix T
U rW D AD A . The element 

uw  in the v th row and u th column 

of W  represents the resources obtained by user v  from user u : 
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Define the resource 
uvw  obtained by user v  from user u  as the similarity between target user u  and user v  in 

the weighted user-item bipartite graph: 

 
1

( , )
( ) ( )

si ui
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i I
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    (28) 
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Among them, ( , )upi i u  is user u 's preference for investment product i : 

 
1

( ) ( , )
n

i

k v upi i v


  (30) 

Represents the degree of user v  in the user-item weighted bipartite graph: 

 
1

( ) ( , )
m

u

k i upi i u


  (31) 

Represents the degree of investment product i   in the user-item weighted bipartite graph. 
uiE   represents the 

edge between user u  and investment product i  in the user-item weighted bipartite graph. 
After heat conduction diffusion, the final resource vector for all users is obtained: 

2 2f Wf   In the first step, users 

allocate resources to each label according to the ratio of the edge weight between the user and the label to the sum 
of the edge weights of each label. After diffusion, the label resource vector is obtained: 

 '
2 2

T
Tg D A f  (32) 

The second step label returns resources to users in the same way according to the ratio of the edge weight 
between the label and the user to the sum of each user's edge weight, obtaining the final resource vector for all 
users: 

 
2 2 2U U Tf D A g D A D A f      (33) 

The state transition matrix can be obtained as follows: 

 'T
v rW D AD A   (34) 

The element '
vuw  in row v  and column u  of 'W  represents the resources obtained by user v  from user u : 
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Define '
vuw  as the similarity between target users u  and v  in the weighted usertag bipartite graph: 

 '
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1
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Among them, ( , )upt t u  is user u 's preference for label t . 

 
1

( ) ( , )
m

u

k t upt t u


  (38) 

Indicates the degree of tag t  in the bipartite graph usertag. 

 '

1

( ) ( , )
r

t

k v upt t v


  (39) 

The degree of user v  in the user-tag bipartite graph is denoted by 
utE , which represents the edge between user 

u  and tag t  in the user-tag weighted bipartite graph. 
The target user is 

1u , and the process of solving user similarity on the weighted user-item bipartite graph is shown 

in Figure 4. The diffusion process on the weighted user-tag bipartite graph is similar. 
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Figure 4: Resource diffusion on a weighted user-item bipartite network 

Finally, we introduce the parameter   to integrate the user similarity ( , )sim v u  and ( , )sim v u  between investment 

products and tags, obtaining the final user similarity: 

 ( , ) ( , ) (1 ) ( , )similarity v u sim v u sim v u     (40) 

Among them, [0,1]  is an adjustable parameter. When 0  , the similarity becomes the user similarity on the 

separate weighted user-tag bipartite graph; when 1  , the similarity becomes the user similarity on the separate 
weighted user-item bipartite graph. 
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IV. D. Prediction Scores and Recommendations 
Based on a user-based collaborative filtering framework, predict scores for investment products that target users 
have not selected. Given a target user u   and an unselected investment product i  , the predicted score for 
investment product i  for user u  is: 

 
,
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v i v
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u i u
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similarity u v r r
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
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
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


 (41) 

Among them, v  represents users who have already rated investment product i , 
,v ir  represents user v 's rating 

of investment product i , and ,u vr r  represent the average ratings of all ratings by users u  and v , respectively, and 

( )uN s  denotes the s  nearest neighbors of user u . 

The predicted ratings of investment products not selected by target user u  are then sorted in descending order 
to generate a recommendation list, with the top L  investment products being recommended to user u . 

V. Experimental analysis of investment decision support models 
To evaluate the effectiveness of the investment decision support model's recommendations, this section conducts 
experiments based on user investment opinion data collected from Stocktwits. The analysis of the experimental 
results is divided into two parts. First, the effectiveness of the personalized preference modeling method is evaluated. 
Second, the experimental results of the hybrid recommendation algorithm based on high quality and personalization 
are analyzed in terms of personalized recommendations and profitability. 
 
V. A. Evaluation Indicators 
This paper uses all data in the historical time window to estimate the preferences of users who appear on a certain 
day 

td  in the test set for all stocks, and recommends the top K  stocks based on the preference values. Therefore, 

in the experiment, this paper uses the average Precision@K and Recall@K for each day and each user in the test 
set as evaluation metrics, which are defined as follows: 
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where T  denotes the date in the test set, tdU  denotes the set of users appearing on day 
td , td

uR  denotes the set 

of stocks recommended by the model to user u , and td
uL  denotes the set of stocks that user u  actually prefers, i.e., 

the set of stocks appearing in user u 's comments. 
In experiments involving high-quality and personalized mixed stock recommendations, to evaluate the profitability 

of the recommended results, the average daily returns of the portfolio in actual trading are used. Specifically, for the 
rS  and rA  generated on trading day d , this paper divides the return of  ,r rr S A  by the holding period length to 

obtain the daily investment return: 

    ,
,

r r

r r
d

r S
r S 



A
A  (44) 

where   represents the length of the holding period   (i.e., the number of days). Then, the average of the daily 

average returns for all test days is expressed as the daily average return: 
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V. B. Experimental Analysis and Comparison of Personalized Preference Modeling 
To validate the personalized preference modeling method for stock trend perception proposed in this paper, this 
section conducts a personalized recommendation experiment based on user data from the Stocktwits platform in 
2023, using Precision@K and Recall@K as evaluation metrics. Tables 8 and 9 present the experimental results of 
SM-UCF and the other three comparison methods under different stock trend time window lengths t′, stock 
recommendation quantities K, and historical data time window lengths Δt. The experimental results lead to the 
following conclusions: (1) User-based collaborative filtering algorithms outperform item-based collaborative filtering 
overall, indicating that personalized preference modeling based on similar users is more accurate in online 
investment communities. (2) The method proposed in this paper (SM-UCF) outperforms the baseline method, 
suggesting that the nearest neighbor user mining method for stock trend perception can more effectively estimate 
user preferences. (3) As the historical data time window length Δt increases, the recommendation performance of 
all methods deteriorates. On one hand, this suggests that recent data can more accurately reflect users' 
personalized preferences. On the other hand, it may be due to differing coverage rates of users on the test day 
across historical data of varying lengths, leading to biased results. (4) For different stock price trend time window 
lengths t′, both excessively long or short durations degrade SM-UCF's recommendation performance. Therefore, 
selecting an appropriate parameter t′ is crucial in practical applications. 

Table 8: Different parameters of Precision@K (%) 

Time-window of History Δ=7 

 
Our Approach Traditional Approaches 

t′=1 t′=14 t′=30 t′=90 t′=180 t′=365 UCF ICF POP 
K=1 33.388 34.372 34.502 33.824 33.105 32.701 28.274 25.361 3.612 
K=4 13.354 13.774 13.701 13.486 13.129 13.077 11.407 10.875 2.666 
K=8 8.282 8.451 8.495 8.361 8.143 8.132 7.026 6.822 2.103 

K=15 4.314 4.403 4.398 4.395 4.267 4.182 3.617 3.489 1.595 
K=25 2.299 2.329 2.312 2.299 2.212 2.216 1.886 1.774 1.12 
K=50 1.003 1.01 1.036 0.993 0.944 0.968 0.835 0.77 0.668 

Time-window of History Δ=14 

 
Our Approach Traditional Approaches 

t′=1 t′=14 t′=30 t′=90 t′=180 t′=365 UCF ICF POP 
K=1 30.066 31.448 31.382 30.885 30.801 30.12 25.965 23.347 3.564 
K=4 12.805 13.391 13.329 13.112 13.088 12.843 11.259 10.79 2.554 
K=8 8.118 8.366 8.395 8.244 8.196 8.093 7.119 6.963 2.132 

K=15 4.295 4.423 4.422 4.373 4.315 4.259 3.723 3.598 1.583 
K=25 2.3 2.367 2.355 2.304 2.25 2.268 1.939 1.865 1.086 
K=50 1.006 1.047 1.045 1.012 0.988 0.996 0.861 0.785 0.664 

Time-window of History Δ=30 

 
Our Approach Traditional Approaches 

t′=1 t′=14 t′=30 t′=90 t′=180 t′=365 UCF ICF POP 
K=1 26.461 27.669 28.104 27.827 27.29 27.067 23.844 21.528 3.501 
K=4 12.074 12.476 12.667 12.517 12.21 12.285 10.999 10.622 2.506 
K=8 7.804 8.025 8.133 8.019 7.881 7.909 7.116 6.934 2.084 

K=15 4.208 4.338 4.343 4.275 4.217 4.255 3.714 3.664 1.505 
K=25 2.266 2.323 2.327 2.29 2.294 2.217 1.986 1.882 1.113 
K=50 1.039 1.054 1.056 1.042 1.068 1.024 0.86 0.814 0.652 

Table 9: Different parameters of Recall@K (%) 

Time-window of History Δ=7 

 
Our Approach Traditional Approaches 

t′=1 t′=14 t′=30 t′=90 t′=180 t′=365 UCF ICF POP 
K=1 9.629 9.951 9.962 9.737 9.521 9.4 8.113 7.327 1.136 
K=4 11.575 11.833 11.861 11.643 11.372 11.319 9.884 9.384 2.346 
K=8 12 12.27 12.264 12.078 11.776 11.672 10.176 9.855 3.108 

K=15 12.514 12.785 12.793 12.574 12.262 12.165 10.461 10.116 4.644 
K=25 13.197 13.449 13.469 13.188 12.869 12.79 10.834 10.4 6.491 
K=50 14.456 14.71 14.768 14.492 14.074 13.996 11.737 11.086 9.733 

Time-window of History Δ=14 

 
Our Approach Traditional Approaches 

t′=1 t′=14 t′=30 t′=90 t′=180 t′=365 UCF ICF POP 
K=1 8.651 8.961 9.041 8.913 8.813 8.622 7.518 6.679 1.11 
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K=4 11.115 11.562 11.543 11.364 11.246 11.048 9.759 9.349 2.294 
K=8 11.692 12.09 12.124 11.904 11.806 11.609 10.282 10.01 3.076 

K=15 12.482 12.788 12.827 12.588 12.447 12.279 10.688 10.417 4.469 
K=25 13.259 13.66 13.628 13.397 13.198 12.992 11.088 10.81 6.318 
K=50 14.718 15.166 15.058 14.816 14.454 14.287 11.936 11.413 9.59 

Time-window of History Δ=30 

 
Our Approach Traditional Approaches 

t′=1 t′=14 t′=30 t′=90 t′=180 t′=365 UCF ICF POP 
K=1 7.609 7.926 8.059 8.032 7.918 7.706 6.869 6.181 1.092 
K=4 10.407 10.786 10.993 10.848 10.612 10.543 9.622 9.222 2.201 
K=8 11.212 11.609 11.713 11.584 11.381 11.37 10.287 10.031 2.998 

K=15 12.219 12.548 12.628 12.447 12.244 12.194 10.792 10.698 4.346 
K=25 13.222 13.606 13.642 13.434 13.312 13.067 11.271 11.129 6.203 
K=50 14.966 15.366 15.458 15.055 15.208 14.57 12.202 11.761 9.315 

 
V. C. Analysis of recommended experimental results 
The primary objective of this section's experiment is to explore the impact on recommendation effectiveness when 
considering both profit potential and personalized preferences simultaneously. Let the proportion factor α be {0, 
0.1, ..., 0.9, 1.0}, and the number of recommendations K be {4, 8, 15, 25}, to examine the effects on recommendation 
results in terms of both revenue and personalization. 

First, we examine the impact of the proportional factor α on personalized recommendation effectiveness, using 
Precision@K and Recall@K as evaluation metrics. The experimental results are shown in Figure 5. From the 
experimental results, we can observe the following: (1) As the proportional factor α increases, personalized 
recommendation effectiveness gradually improves, indicating that adjusting the proportional factor can incorporate 
personalized factors into recommendation effectiveness. (2) The change in recommendation effectiveness with α is 
not linear. It can be seen that the rate of improvement in personalized recommendation effectiveness is highest 
around α = 0.5, after which it decreases and then continues to increase. (3) As the number of recommendations K 
increases, Precision@K decreases overall, while Recall@K increases overall. This indicates that the hybrid 
recommendation algorithm has a ranking function, with stocks ranked higher in the list better aligning with users' 
personalized preferences. 

To examine the impact of the proportional factor α on high-quality recommendation effectiveness, holding periods 
of one day, two weeks, and one month were set, with the evaluation metric being daily average returns. After 
averaging the results for each trading day and each user, the experimental results are shown in Figure 6. From the 
experimental results, it can be concluded that: (1) As α increases, the “high-quality” (profitability) nature of 
recommended stocks gradually weakens, and daily average returns gradually decrease, indicating that α can 
regulate the relative influence of high-quality and personalized factors. (2) The return performance does not change 
linearly with α, but decreases at an increasingly faster rate overall. (3) As the number of recommendations K 
increases, the average daily return decreases, especially when the holding period is one week, indicating that the 
hybrid recommendation algorithm has a “high-quality” sorting effect, with stocks ranked higher having greater return 
potential. (4) The return performance of recommended stocks deteriorates as the holding period increases. In 
practical applications, shorter holding periods can be chosen, but they are more susceptible to transaction costs. 

  

(a) Precision@K (b) Recall@K 

Figure 5: Precision@K and Recall@K under different α 
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(a) Daily Trading (b) Weekly Trading 

 

(c) Monthly Trading 

Figure 6: Is different from α and the daily income of holding 

To more clearly compare how the proportion factor α affects personalized and high-quality recommendation 
performance, Figure 7 shows the recommendation performance under different recommendation quantities K when 
the holding period is one week. The experimental results show that: (1) As α increases, the proportion of 
personalized factors increases, so personalized recommendation performance gradually improves, but revenue 
performance deteriorates. (2) The changes in personalized and high-quality recommendation effectiveness are 
asymmetric. Taking K=4 as an example, when α is less than 0.4, it is possible to improve personalized 
recommendation effectiveness without compromising high-quality recommendation performance (daily average 
revenue). Similar results are observed when K takes other values. (3) As K increases, the “inflection point” where α 
significantly impacts high-quality recommendations shifts to the right. At this point, α can be set to a larger value to 
maximize the consideration of personalized factors without compromising revenue performance, thereby enhancing 
user experience. 
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(a) K=4 (b) K=8 

  

(c) K=15 (d) K=25 

Figure 7: Different α and recommended number of daily income and precision@k 

VI. Application Analysis 
VI. A. Preparation of experimental data 
Using the well-known investment platform X as the research context, this study simulates its personalized 
recommendation environment to explore the rationality of introducing personalized recommendations and the 
applicability and effectiveness of improved algorithms. The initial data required for this paper consists of four parts: 
first, the investment product set, including attribute detail data; second, the standardized table of investment product 
attributes; third, investor purchase records; and fourth, the importance matrix for attribute relationships. Since this 
experiment is solely aimed at testing the feasibility and effectiveness of the improved algorithm, only 50 investment 
products are selected as the candidate product set, with four key feature attributes set as the attribute set for each 
product, and 150 purchase records generated for 40 investors. 

(1) Investment product set: To ensure the rationality of the product attribute combinations, this paper obtained 50 
real investment product data points from the X platform, where the i-th product is represented. The investment 
product data is shown in Table 10. 
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Table 10: 50 online loan product tables 

Product 

(Bi) 

Annual interest rate 

/% 

Time limit 

/Month 

Total item / (thousand 

yuan) 
Repayment mode 

B1 3.37 12 170 
Monthly interest repayment and principal repayment upon 

maturity 

B2 2.90 3 210 Daily interest calculation 

B3 8.05 24 3030 
Monthly interest repayment and principal repayment upon 

maturity 

B4 9.61 12 2520 
Monthly interest repayment and principal repayment upon 

maturity 

B5 5.22 3 2840 
Monthly interest repayment and principal repayment upon 

maturity 

B6 5.86 12 2010 
Monthly interest repayment and principal repayment upon 

maturity 

B7 6.55 6 1980 Equivalent interest 

B8 8.02 12 470 
Monthly interest repayment and principal repayment upon 

maturity 

B9 6.95 3 150 Equivalent interest 

B10 5.41 3 610 
Monthly interest repayment and principal repayment upon 

maturity 

B11 7.43 3 1180 Pay off the principal and interest in a lump sum upon maturity 

B12 6.26 12 1330 
Monthly interest repayment and principal repayment upon 

maturity 

B13 7.29 6 2250 Equivalent interest 

B14 4.49 24 1570 
Monthly interest repayment and principal repayment upon 

maturity 

B15 9.94 36 2440 Equivalent interest 

B16 9.74 3 140 
Monthly interest repayment and principal repayment upon 

maturity 

B17 3.87 24 540 Equivalent interest 

B18 8.18 36 2560 Pay off the principal and interest in a lump sum upon maturity 

B19 6.24 24 2040 
Monthly interest repayment and principal repayment upon 

maturity 

B20 8.00 3 1680 Equivalent interest 

B21 8.06 12 840 Pay off the principal and interest in a lump sum upon maturity 

B22 3.06 6 430 
Monthly interest repayment and principal repayment upon 

maturity 

B23 5.30 24 1590 
Monthly interest repayment and principal repayment upon 

maturity 

B24 9.85 12 1870 Equivalent interest 

B25 5.82 36 170 Equivalent interest 

B26 8.50 12 1630 Equal principal 

B27 11.47 1 380 
Monthly interest repayment and principal repayment upon 

maturity 

B28 6.00 24 3100 Equal principal 

B29 7.69 3 1040 
Monthly interest repayment and principal repayment upon 

maturity 

B30 9.29 6 2560 Pay off the principal and interest in a lump sum upon maturity 

B31 10.80 1 2420 
Monthly interest repayment and principal repayment upon 

maturity 

B32 8.95 1 2700 Equal principal 

B33 6.26 3 1590 Pay off the principal and interest in a lump sum upon maturity 

B34 4.83 1 1840 Pay off the principal and interest in a lump sum upon maturity 

B35 4.95 6 550 Pay off the principal and interest in a lump sum upon maturity 
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B36 6.64 3 870 Equivalent interest 

B37 2.50 24 630 Daily interest calculation 

B38 8.06 24 1750 Pay off the principal and interest in a lump sum upon maturity 

B39 5.08 12 630 
Monthly interest repayment and principal repayment upon 

maturity 

B40 4.75 3 500 Equal principal 

B41 7.37 24 1080 Equal principal 

B42 8.50 12 1980 
Monthly interest repayment and principal repayment upon 

maturity 

B43 5.63 3 70 Pay off the principal and interest in a lump sum upon maturity 

B44 6.82 6 1140 Equal principal 

B45 9.12 6 2200 
Monthly interest repayment and principal repayment upon 

maturity 

B46 10.00 6 2300 Equal principal 

B47 7.77 6 690 
Monthly interest repayment and principal repayment upon 

maturity 

B48 5.03 1 260 Equal principal 

B49 6.86 12 960 Pay off the principal and interest in a lump sum upon maturity 

B50 5.79 3 410 Equivalent interest 

 
(2) Standardized table of investment product attributes: Investment products have complex characteristics. In the 

experiment, Qi(i=1, 2, 3, 4) represents the annual interest rate, term, total project amount, and repayment method 
of the investment product, respectively. These four attributes are used as the basis for personalized product 
recommendations, denoted as 

iijq  denotes the 
ij th attribute value of the ith attribute (where (i = (1, 2, 3, 4)), 

1j  = 

1, 2, ..., 9, 
2j =1, 2, ..., 6, 

3j =1, 2, ..., 5, 
4j =1, 2, ..., 5), and Table 11 is the product attribute standardization table. 

Table 11: Standardization of Online Loan Product Attributes 

Attribute value 
Q1 Annual interest 

rate 
Q2 Time limit Q3 Total item Q4 Repayment mode 

1 3% 1 Month 0-300 thousand yuan Daily interest calculation 

2 4% 3 Month 300-500 thousand yuan 
Monthly interest repayment and principal repayment upon 

maturity 

3 5% 6 Month 500-1000 thousand yuan Equivalent interest 

4 6% 12 Month 
1000-2000 thousand 

yuan 
Equal principal 

5 7% 24 Month 
2000-3000 thousand 

yuan 

Pay off the principal and interest in a lump sum upon 

maturity 

6 8% 36 Month   

7 9%    

8 10%    

9 11%    

 
(3) Investor purchase attribute record table: Assuming that the platform has a total of 40 investor records, Ui (i=1, 

2, ..., 40) represents the i-th investor. Using the RAND function in Excel, 150 purchase records for 40 investors are 
randomly generated. Referring to the product attribute standardization table, each product purchase record can be 
converted into a product attribute record 

1 2 3 41 2 3 4{ , , , }i j j j jR q q q q  In this experiment, Investor 1 (U1) is selected as 

the target user for recommendations, and all subsequent algorithmic processes are based on U1's historical 
investment decisions. 

(4) Attribute Importance Matrix: In real-world scenarios, the platform website conducts surveys before users invest 
to assess individual investors' understanding and familiarity with financial knowledge, as well as their investment 
behavior habits and preferences. The experiment selected 40 investment platform users to participate in a Saaty 
nine-level gradient questionnaire survey, and randomly selected one as the experimental basis for U1's personalized 
recommendations. The pairwise comparison matrix for attribute importance is shown in Table 12. 



Financial Data Analysis and Investment Decision Support Model Based on Collaborative Filtering Algorithm 

7884 

Table 12: Pairwise comparison Judgment Matrix of the importance between attributes 

Attribute Annual interest rate Time limit Total item Repayment mode 

Annual interest rate 1 0.33 4 6 

Time limit 3 1 5 4 

Total item 0.25 0.2 1 3 

Repayment mode 0.17 0.25 0.33 1 

 
VI. B. Personalized Recommendation Process 
VI. B. 1) Calculation of investor preference 
This paper selects investor U1 as the target user and uses the method described in Section 4.2 to calculate U1's 
preference for each attribute of the product. U1's preference for the attribute values of all investment products is 
shown in Table 13. Taking U1's preference for the attributes of product B1 as an example, the attribute values of 
product B1 are {q11, q21, q31, q42]. First, calculate U1's preference for the attribute q11 of Q1. Let K = 3, i.e., find 
the three attribute values with the highest similarity to q11 in the similarity matrix, excluding the current attribute 
itself.      , 11,3 14, 16, 17w i k w q q q q  , then U1's preference for attribute q11 of Q1 is 0.32. 

Table 13: U1——investment product properties value interest 

Upt Q1 Q2 Q3 Q4 Upt Q1 Q2 Q3 Q4 

B1 0.32 0.58 0.78 0.61 B26 0.79 1.1 0.54 0.38 

B2 0.34 0.6 0.83 0.39 B27 0.31 0.24 0.6 0.61 

B3 0.37 0.61 0.95 0.51 B28 0.57 0.57 0.98 0.41 

B4 0.41 0.85 0.95 0.55 B29 0.89 1.03 0.57 0.56 

B5 0.4 0.36 0.99 0.47 B30 0.48 0.33 0.97 1.29 

B6 0.5 0.28 0.55 0.54 B31 0.5 1.23 0.93 0.58 

B7 0.46 0.52 0.57 0.62 B32 0.55 0.6 0.95 0.47 

B8 0.78 0.39 0.61 0.55 B33 0.45 0.89 0.56 1.2 

B9 0.42 0.94 0.82 0.47 B34 0.55 0.81 0.53 1.2 

B10 0.59 0.6 0.89 0.52 B35 0.45 0.85 0.91 1.24 

B11 0.78 1.11 0.49 1.16 B36 0.57 0.79 0.86 0.54 

B12 0.52 1.16 0.62 0.47 B37 0.63 0.38 0.7 0.44 

B13 0.54 0.6 1.02 0.54 B38 0.42 0.62 0.49 1.14 

B14 0.62 0.54 0.6 0.55 B39 0.58 0.52 0.93 0.49 

B15 0.49 1.12 0.95 0.56 B40 0.48 0.82 0.9 0.43 

B16 0.44 0.7 0.82 0.53 B41 0.46 0.6 1.02 0.4 

B17 0.45 0.52 0.99 0.53 B42 0.46 0.59 0.54 0.44 

B18 0.52 0.5 0.95 1.21 B43 0.45 0.84 0.85 1.19 

B19 0.44 0.81 0.49 0.41 B44 0.53 1.17 0.58 0.47 

B20 0.51 0.64 0.57 0.41 B45 0.44 0.54 0.9 0.55 

B21 0.95 0.63 0.98 1.18 B46 0.5 0.26 1.06 0.45 

B22 0.38 0.53 0.61 0.54 B47 0.55 0.64 0.98 0.5 

B23 0.55 0.57 0.52 0.45 B48 0.56 0.4 0.81 0.53 

B24 0.52 0.61 0.55 0.39 B49 0.88 0.97 1.01 1.05 

B25 0.48 0.88 0.82 0.43 B50 0.7 0.7 0.74 0.54 

 
VI. B. 2) Measurement of Investment Preferences 
Based on investors' preference weights for different attributes and their preference degrees for each attribute value 
of a product, the algorithm U1 is then used to measure the overall preference degree for the product. Taking 
investment product B1 as an example, the calculated preference degree of U1 for product B1 is 0.53. By 
implementing the above algorithm steps using the Python programming language, the preference degrees of 
investor U1 for 50 investment products can be obtained, as shown in Table 14. 
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Table 14: U1's interest meter for 50 investment products 

Bi Upi Bi Upi Bi Upi Bi Upi Bi Upi 

B1 0.53 B11 0.9 B21 0.84 B31 0.87 B41 0.67 

B2 0.55 B12 0.84 B22 0.57 B32 0.66 B42 0.53 

B3 0.62 B13 0.59 B23 0.52 B33 0.71 B43 0.76 

B4 0.73 B14 0.6 B24 0.62 B34 0.69 B44 0.87 

B5 0.45 B15 0.88 B25 0.63 B35 0.75 B45 0.55 

B6 0.47 B16 0.6 B26 0.92 B36 0.73 B46 0.5 

B7 0.58 B17 0.61 B27 0.3 B37 0.5 B47 0.54 

B8 0.58 B18 0.68 B28 0.52 B38 0.5 B48 0.48 

B9 0.66 B19 0.64 B29 0.99 B39 0.63 B49 1.01 

B10 0.56 B20 0.56 B30 0.35 B40 0.59 B50 0.6 

 
VI. B. 3) Generating Recommended Results 
After model calculation, the preference degree of investor U1 for 50 investment products is obtained. The TOP-N 
investment products are selected according to their preference degree to form a recommendation list displayed to 
investors. In this example, N=10, generating the personalized recommendation list of investment products for 
investor U1 as shown in Table 15. 

Table 15: investor investment product personalized recommendation 

Ui TOP-N Bi Upi 

U40 

1 B26 1.15 

2 B28 0.92 

3 B34 0.96 

4 B31 0.92 

5 B15 0.81 

6 B23 0.83 

7 B44 0.78 

8 B42 0.88 

9 B32 0.76 

10 B16 0.71 

 
VI. C. Analysis of Recommended Effects 
In this example, if we directly calculate investors' interest preferences for products using the traditional collaborative 
filtering recommendation algorithm—that is, by using investor-investment product purchase records to calculate and 
generate a similarity matrix between products, as shown in Figure 8 below—the similarity between most investment 
products is 0, and the data sparsity problem is severe. The improved algorithm decomposes products into individual 
attributes, uses the investor-attribute transaction table to obtain a similarity matrix between the values of each 
attribute, and calculates investors' preferences for each attribute value of the product's individual attributes. This 
effectively avoids the data sparsity issue and achieves better recommendation results. 

 

Figure 8: 50 net loan product similarity matrix 
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VII. Conclusion 
For investors, financial data analysis is the primary reference for investment decisions. To avoid the adverse effects 
that risks inherent in financial data analysis may have on investment decisions. This paper selects 16 indicators 
representing a company's financial condition based on the principles for selecting financial diagnostic indicators and 
preprocessing of indicators. Using principal component analysis, four main factors affecting a company's financial 
condition are identified, and a comprehensive financial score is calculated to comprehensively assess the financial 
condition of each year. Based on this, an investment decision-making support model is constructed—a collaborative 
filtering algorithm based on weighted triads. 

In the experimental section, the impact of different proportion factors    on personalized and high-quality 
recommendation effectiveness was investigated. The experimental results show that as    increases, the 
proportion of personalized factors increases, thereby gradually improving personalized recommendation 
effectiveness but reducing revenue performance. Taking K=4 as an example, when   is less than 0.4, it is possible 
to improve personalized recommendation effectiveness without compromising high-quality recommendation 
performance. This method was also validated as capable of improving personalized recommendation effectiveness 
without significantly compromising the performance of recommended stock returns. 

Finally, the personalized recommendation process for investment products on the platform was simulated. One 
investor was selected from a group of 40, their preferences for 50 investment products were calculated, and 
investment recommendation results were generated for them. This further validated the success and effectiveness 
of the algorithm improvements. 
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