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Abstract Traditional music assessment methods rely on manual scoring, which is not only time-consuming but also 
highly subjective. And modern technology, especially the fusion of computer vision and audio processing, provides 
a new solution. In this paper, an intelligent performance evaluation system based on the fusion of computer vision 
and audio data is proposed. The system utilizes a deep learning model for music performance evaluation by 
combining improved visual feature extraction and audio acoustic feature extraction. In the audio feature extraction 
part, an improved Gammatone filter and FFT algorithm are used to optimize the audio feature extraction process; 
in the visual feature extraction part, lip features are extracted using a convolutional neural network (CNN), and 
sequential processing is carried out by an LSTM network. In order to improve the accuracy of the evaluation, the 
system also introduces a bimodal feature fusion technique, which further enhances the performance of the model 
by weighted fusion of audio and visual features. The experimental results show that the model in this paper performs 
well on the OAVQAD dataset, the training loss has reached convergence after 21 rounds, and the anti-jamming 
ability in the noisy environment is significantly higher than that of the other comparison models. The character error 
rate (CER) of this paper's model is 0.32% in a high-intensity noise environment, which is much lower than that of 
the traditional model. The model's pitch features and chord recognition are more excellent, and it can accurately 
capture the detailed features in music, providing reliable technical support for intelligent performance evaluation. 
 
Index Terms Computer vision, audio processing, deep learning, bimodal fusion, music evaluation, intelligent 
performance 

I. Introduction 
In the continuous development of music art, music performance occupies a pivotal position. Music performance can 
stimulate the audience's emotion and imagination, help them better understand and perceive the connotation 
expressed by the music, and at the same time, it can transmit culture and values, and cause the audience to think 
and pay attention to social phenomena and problems through the expression of music [1]-[3]. In addition, it can 
cultivate the audience's ability to appreciate art and aesthetic interest, and improve their artistic cultivation and 
aesthetic level [4]. Music performance requires the performer to perfectly convey the mood and emotion of the 
music to the audience, which has become the focus of expert performance evaluation. Firstly, performers need to 
accurately master the rhythm of the music and the strength of the sound to ensure the accuracy and sense of 
harmony of the performance [5]. Secondly, the performer needs to express the emotion that the piece is intended 
to convey through delicate tone and technique, so that the audience can feel different emotions such as pleasure, 
sadness or excitement in the music [6]. Finally, music performance also requires the performer to establish a 
spiritual communication and empathy with the audience, and impress the audience's heart through the delivery of 
music [7], [8]. In the commonly used assessment methods, whether for piano, guitar, violin or other instruments, 
there is a high degree of subjectivity, lagging assessment feedback, and easy to ignore the performance details [9]. 
Therefore, digital technology is introduced to provide intelligent assessment for music performance. However, 
single-modal assessment makes it difficult to isolate instrumental features in mixed music, and is susceptible to 
noise interference and missing dimensional features for posture, breathing, expression, and interaction [10]-[12]. In 
this context, multimodal data evaluation has become a research focus. 

This paper proposes an intelligent performance evaluation system based on audio and visual fusion, which 
combines convolutional neural network (CNN) and long short-term memory network (LSTM) to extract and fuse 
audio and video features by means of bimodal feature fusion, so as to realize efficient and accurate music evaluation. 
The innovation of this study is that an improved audio-video fusion method is proposed, which dramatically improves 
the evaluation of the model through bimodal feature fusion. Meanwhile, the system is able to work effectively in 
noisy environments, demonstrating strong anti-interference capability. In addition, the adoption of a deep learning 
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framework enables the system to handle more complex data patterns, further enhancing the automation level of the 
evaluation. 

II. Intelligent performance evaluation system construction 
II. A. Visual and auditory speech recognition methods 
(1) Acoustic feature extraction 

Acoustic feature parameter extraction, as a key step in speech recognition, directly affects the recognition rate of 
speech. 

Aiming at the problem that the recognition rate drops sharply in the case of low signal-to-noise ratio and the 
feature extraction takes too much time when the traditional Mayer inverted spectral coefficient (MFCC) is applied to 
speaker recognition, an improved auditory perception speech feature parameter extraction algorithm is investigated 
[13]. The triangular filter in the traditional MFCC extraction algorithm is replaced by a Gammatone filter, which better 
simulates the basal filtering characteristics of the human ear and suppresses spectral energy leakage. An improved 
discrete cosine transform is used to overcome the edge effect generated during speech block processing. In terms 
of time performance, the feature extraction time is accelerated by improving the time-consuming Fast Fourier 
Transform (FFT) algorithm [14], so as to obtain the improved auditory feature parameters. 

(2) Visual feature extraction 
Visual features are mainly used to judge the content of the speaker's pronunciation by recognizing a series of lip 

movements. From the visual point of view, the domain based on visual features in speech recognition mainly extracts 
the visual features of lips. Lip feature extraction is categorized into three methods: pixel point-based, shape-based, 
and feature extraction based on a mixture of pixel points and shapes. 

The pixel point based extraction method extracts all the pixel points of the lip region in the image and uses them 
as the original features which are transformed by linear transformation. However, the visual features extracted by 
this approach depend on the speaker and change with the speaker, leading to some chance in the results. Shape-
based visual feature extraction mainly involves modeling the lip contour model, and the visual features mainly 
include the height, width and area of the lip opening and closing. Generally, the modeler chooses the key points to 
constitute the parameter model, so the complexity of the parameter extraction algorithm in this way is high, and the 
large amount of data leads to a large amount of time and space consumption for computation. The method based 
on hybrid feature extraction needs to combine multiple visual features of the lips, and the active performance model 
is commonly used to model the hybrid features, but this method is suitable for simple recognition of small vocabulary 
and cannot meet the complex training model. In the recent visual feature extraction, deep learning has been proved 
to get good results. 

Based on the above analysis, this paper fully considers the diversity and complexity of lip recognition, and adopts 
convolutional neural network (CNN) for visual feature extraction. Six layers of convolutional layers plus one fully 
connected layer are designed. In order to retain more lip articulation action features, the convolution kernel in 
ConverNet is set to be 3×3. The intermediate pooling method is applied in the 3rd convolutional layer instead of the 
traditional one used in the 2nd convolutional layer, so as to simplify the complexity of the network and form a new 
network. 

The mapping relationship of the model is as follows: 

  1 *l lX f W Y b    (1) 

  1 1l lX Millepooling X   (2) 

In order to reduce the computational complexity, the extracted lip articulation action feature 
iy   needs to be 

downscaled and computed as follows: 

  i n i nv D y b   (3) 

After the visual features are output through the output layer, it is used as the input layer of the Long Short-Term 
Memory (LSTM) network, which can effectively improve the gradient vanishing problem, and then finally decoded 
by CTC, the traditional way is to realize the alignment of the audio and labeled characters by building the loss 
function, but the traditional manual alignment, on the one hand, the prediction result is not the output result of the 
whole sequence, on the other hand, the manual way needs to spend a a lot of time, so in this paper, we adopt a 
connectionist temporal classifier, assuming that the input sequence is i , and the output sequence is denoted by 
o , assuming that the input to output transcription is correct, that is, ( | ) 1p o i  , and at this stage, the speaker's 
pronunciation continuity is considered. 
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II. B. Bimodal feature fusion 
It is found that lip action features during pronunciation are as important as speech acoustic features in speech 
recognition, and even in noisy environments, the correct rate of speech recognition can be significantly improved 
because lip action features are not affected by the environment, therefore, in this paper, when performing the 
bimodal fusion of image and speech, the weights of the image features are appropriately increased, and the specific 
fusion methods are shown as follows. 

First a round of fusion is performed at the classifier level: 

 
1

, 1, 2,3; 1,2,
N

m m
i i

i

P P w i m


      (4) 

where m
iP  is the value of the prediction probability of each classifier for the sample to be predicted at the unimodal 

level, 
iw  is the weight of each classifier, and mP  is the prediction probability after fusing the information of multiple 

classifiers at the current modal level. 
Following the secondary fusion at the multimodal level, the multimodal information fusion, is a weighted 

summation of the unimodal decision results: 

 ˆm
i m

m

P P w   (5) 

where m
iP   is the predicted probability of multiclassifier fusion in each unimodal mode, and 

mw   is the weight 
assigned to the modality. 

After the above 2 fusions, p  is the final result obtained after bimodal fusion. 
 

II. C. Assessment modeling 
The intelligent performance evaluation model constructed in this paper contains three parts: video feature extraction 
module, audio feature extraction module and bimodal feature fusion module. 

Video feature extraction first converts the ERP projection format to CMP projection format. Then CNN is used to 
extract the feature information of the CMP projection map, and six CMP projection map features are fused by the 
self-attention mechanism. CNN and Transformer are used to extract local features and global semantic information 
of ERP projection map respectively. Finally, the features of ERP projection map and CMP projection map are fused 
as the overall spatial features of the panoramic video frames by splicing and linear layer, and then Transformer is 
used to extract the temporal dependency of the panoramic video sequence. 

Usually the panoramic video in the database is in ERP projection format, which introduces image stretching, 
distortion or aberration in the high latitude region, but the overall content is still continuous and complete.CMP 
projection provides a wider field of view and a viewing experience closer to the real scene, which is more in line 
with the rendered content of the panoramic video viewed by the human head-mounted display, and it reduces the 
stretching, distortion or aberration in the high latitude region, but the different projection features can be used in the 
different projection layers to extract the temporal dependency of the panoramic video sequence. distortion in high 
latitude areas, but the objects in the boundary areas of different projection surfaces will be truncated and 
discontinuous, and lack the overall presentation of the content. Therefore, we use a combination of the two 
projection methods to extract the features of the panoramic video, making full use of the advantages of both to 
compensate for their respective shortcomings [15]. The spatial feature information of the CMP projection maps is 
extracted using pre-trained ResNet. Considering that there are interactions between each projection map, the 
interactions between the six projection maps are captured using the self-attention mechanism, and then the CMP 
projection features are averaged through the The processing steps of the ERP projected video frames are as follows: 
firstly, input to ResNet to obtain spatial local information, consider the effect of large resolution of the video frames, 
and then enhance the global semantic relevance of the local information through the Transformer module. Then the 
features of ERP and CMP are fused through splicing and linear layers as the overall spatial features of panoramic 
video frames to realize the complementarity between ERP and CMP. The specific realization process will be 
described in detail below: 

(1) CMP branch 

First you need to convert the ERP projection format to the CMP projection format   6

1 1

n
j

i j i
V

 

: 

    6

1

j
i ij

V ERPtoCMP O

  (6) 

where n  is the number of input video frames and jV  represents the j th CMP projection image, there are a total 
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of 6 CMP projections for each video frame. The CMP projected video frames are input to the pre-trained ResNet18 
to extract the features of the CMP projected video frames: 

  Rej j
vi iF sNet V  (7) 

Interaction between the six CMP projection maps is achieved using a self-noticing mechanism, and then the CMP 
projection features are fused after feature averaging: 

   cmp j
vi viF mean self attention F   (8) 

(2) ERP branch 
The input to the ERP branch is the panoramic video 

1{ }n
i iO 

, where n  is the number of input video frames. The 

ERP video frames are input to the pre-trained ResNet18 to extract the local features l
oiF  of the video frames: 

 Re ( )l
oi iF sNet O  (9) 

Considering that the panoramic video resolution is usually 8K and 4K, the ResNet18 convolutional kernel is small, 
which may not be able to effectively extract the long range global perceptual information of the video frame. 
Therefore, the extracted local features are input to the Transformer module to obtain the global semantic relevance 
of the local information. Before that the spatial size of the features is reduced by a Pool layer to reduce the 
complexity of the subsequent modules: 

   erp l
oi oiF Transformer Pool F  (10) 

(3) ERP and CMP Feature Fusion 
After extracting features from both CMP and ERP branches, they are combined to make full use of the advantages 

of both to compensate for their respective shortcomings. Specifically, the two features are spliced together in the 
channel dimension to form a whole, and the complementary relationship between CMP and ERP is captured through 
the linear layer, while the dimensionality of the features is reduced to minimize the complexity, so as to obtain the 
overall spatial feature representation of the panoramic video: 

   ,cmp erp
oi vi oiF FC cat F F  (11) 

The spatial features are then fed into the Transformer module to extract the long time dependencies of the video 
sequences. Again these two Transformers belong to two modules with their own parameter settings and are trained 
separately: 

 ( )t
o oiF Transformer F  (12) 

Finally, the dimensionality of the features is reduced and overfitting is prevented by FC and Dropout layers, 
respectively: 

   t
o oF Dropout FC F  (13) 

Audio feature extraction and audio-video feature fusion uses the acoustic feature extraction and bimodal feature 
fusion method proposed above. Finally, combining the features after interaction, the features are input to the FC 
layer to map the features to get the quality scores of the panoramic audio and video. 

III. Experimental results and analysis 
The Oceanic Audio-Video Quality Assessment Database (OAVQAD) is a large-scale panoramic audio-video quality 
assessment dataset, which includes 360 distorted panoramic audio-video sequences generated from 17 high-
quality original panoramic audio-video contents, along with the corresponding subjective perceived quality scores. 
This chapter validates the use of an intelligent performance assessment system on this dataset. 
 
III. A. Convergence speed experiment results and analysis 
The OAVQAD dataset is used to train SSIM, MSSSIM, VMAF, VIFP, WS-PSNR, S-PSNR, CPP-PSNR, and the 
model of this paper, respectively, and the training losses of the training stages are analyzed against each other. The 
analysis results are shown in Fig. 1, respectively. From the figure, it can be seen that the model of this paper shows 
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excellent convergence speed in the training phase, reaching convergence after 21 rounds and keeping the loss 
value at a very low value, which also verifies that the model of this paper is able to better utilize the two kinds of 
information data to establish the potential correlation after adding the feature fusion structure, especially the cross-
modal bi-directional fusion structure, which enhances the learning ability of the algorithm. 

 

Figure 1: Algorithm training loss curve 

III. B. Experimental Results and Analysis of Noise Resistance Performance 
Since there are many uncertainties in real scenarios, such as noisy environments can adversely affect the accuracy 
of speech recognition, testing the noise immunity of an algorithm is also an important indicator of how well a speech 
recognition algorithm performs. In this subsection, the OAVQAD dataset is contaminated with different noise 
intensities, and the noise-containing dataset is used to test each training-converged speech recognition algorithm 
in order to analyze the noise-resistant ability of each algorithm, and the Word Error Rate (WER) and the Character 
Error Rate (CER) are selected for the objective evaluation of the results, and the evaluation results are shown in 
Table 1. The intelligent performance evaluation system designed in this paper shows good noise resistance both in 
high intensity noise environment and low noise environment, and its error rate is the lowest among the algorithms. 

Table 1: The performance of various models under different noise intensity 

Speech recognition model 
-5dB 10dB 20dB 

WER CER WER CER WER CER 

SSIM 99.19% 80.45% 37.29% 22.42% 7.19% 4.64% 

MSSSIM 94.73% 65.22% 80.89% 51.24% 75.04% 47.77% 

VMAF 26.26% 9.06% 26.22% 9.29% 26.18% 9.03% 

VIFP 88.16% 58.06% 73.54% 46.89% 37.20% 25.10% 

WS-PSNR 99.53% 69.15% 14.33% 6.88% 2.26% 0.81% 

S-PSNR 87.13% 66.88% 13.92% 9.84% 1.29% 0.35% 

CPP-PSNR 80.79% 61.89% 10.32% 5.33% 7.54% 4.12% 

Ours 54.98% 32.11% 3.20% 1.19% 0.86% 0.32%  
 
III. C. Comparison of similarity 
In order to verify the effectiveness of the model, the music recognized by the model proposed in this paper is 
compared with the music of other models for similarity. 

The effect of recognizing sample waveform plotting is shown in Fig. 2. (a)~(d) represent the music waveform 
graphs under the database, this paper's model, S-PSNR, and CPP-PSNR, respectively. We can see that the general 
shape of the music waveforms recognized by this model is roughly the same as the sample waveforms in the 
database, and from the waveforms, we can see that there are some differences between the recognition results of 
different models, but we can't accurately judge them with the naked eye, and we need to make further evaluation 
of the advantages and disadvantages of their recognition results. 
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(a) Database (b) Ours 

  

(c) S-PSNR (d) CPP-PSNR 

Figure 2: Identify the sample waveform 

III. D. Other objective indicators 
Other objective metrics include pitch feature aspects, chord coverage, chord-melody pitch distance and other 
metrics as described below: 

In order to evaluate the effectiveness of the model in recognizing the pitch of the music, we selected some pitch-
related features to make a ratio, where the relevant pitch features include pitch variation PV), qualified note ratio 
(QN), and average number of pitch types used per measure (UPC). Pitch change observes how many different 
pitches are present in a musical sequence (pitch events are coded 0-127), and calculates the ratio of the number 
of pitch types in a musical sequence to the total number of notes; we took 50 musical sequences to measure their 
pitches and finally averaged them. Second, in the qualified note ratio calculation, we consider a note with a time 
step of no less than 32 cents to be a qualified note, a metric that captures whether the music is too fragmented. The 
number of pitch types further assesses the quality of the model's recognized pitches, which is calculated as the 
number of pitch types that occur in a piece of music divided by the number of measures in the music. 

A comparison of the relevant pitch features is shown in Table 2. As can be seen in the comparison of the individual 
music features in terms of pitch, CPP-PSNR is slightly more effective in terms of pitch variation, suggesting that 
recognizing music with the CPP-PSNR model has a higher note randomness, but the objective metrics of the ratio 
of qualified notes to the music recognized by the model in this paper and the number of note types used per measure 
are both closer to the dataset. 

Table 2: Tonal contrast 

Model PV QN (%) UPC 

Database 0.585 87 3.17 

S-PSNR 0.488 75 2.26 

Ours 0.575 86 2.59 

CPP-PSNR 0.497 76 2.46 

 
Empty beat rate (EB) refers to the proportion of empty musical measures in the whole piece; the higher the rate, 

the worse the quality of the music. It correlates strongly with musical pitch. Let each model recognize music 
sequences of different lengths, and the comparison of empty beat rate for different lengths is shown in Table 3. The 
model in this paper has better results in recognizing long sequences.The CPP-PSNR model has a sharp increase 
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in the empty beat rate after the playback time exceeds 30 seconds or enters into endless repetition of notes, 
whereas the model in this paper still has good results in recognizing 60s of music, and the empty beat rate is 10% 
lower than that of CPP-PSNR. 

Table 3: Comparison of air beats of different lengths 

Model 15s (%) 30s (%) 45s (%) 60s (%) 

S-PSNR 0.76 6.3 8.8 11.3 

Ours 0.85 4.2 5.4 5.4 

CPP-PSNR 0.71 6.5 10.6 15.4 

 
The evaluation metrics above are all pitch related, next we evaluate the chord aspect. Chord Coverage refers to 

the number of chord labels that appear in a chord sequence. This metric is related to the chords in the music and 
gives some indication of the chords in the recognized music samples. In the process of calculating the number of 
chords, we also note chords with a different root note as a chord. I extracted the number of chord events from 50 
pieces of music and averaged them with two decimal places. 

The chord coverage example is shown in Table 4. The model in this paper has almost the same chord coverage 
as the original data, but the number of unique chords in each chord sequence is not so high, we think it is because 
of the dataset, and we will try to use a richer database with different chords in the subsequent work. However, this 
result is enough to prove the effectiveness of the model in chord recognition. 

Table 4: Contrast of chord coverage 

Model Chord Coverage 

Database 6.71 

S-PSNR 6.32 

Ours 6.57 

CPP-PSNR 5.22 

 
The purpose of the Chord-Melody Harmony Index is to assess the degree of harmony between chords and 

melodies in a recognized musical sequence. The pitch distance measures the harmonicity between a pair of tracks, 
the larger the pitch distance, the weaker the harmonic relationship between the tracks. It is used in multi-track music 
recognition, in this paper, we only measure the chords and the main melody of the two tracks, which is the chord-
melody pitch distance (MCTD). A 12-dimensional feature vector 12[0,1]x   is used, where each element 
corresponds to the activity of a pitch class, which is a one-hot vector, followed by the note duration, which we place 
in the last dimension, and the melodic labeling as a 13-dimensional vector. Each chord label is created by setting 
the element corresponding to the pitch class that is part of the chord to 1 and all other elements to zero. Melody 
labels and chord labels are compared in a 6-dimensional pitch space to compute the proximity between melody 
notes and chord labels.MCTD is computed on the melodic sequence as the average of the pitch distances between 
each melody note and the corresponding chord label, with each distance weighted by the duration of the 
corresponding melody note. 

The chord-melody pitch distance comparison is shown in Table 5. The MCTD values of this paper's model are 
close to the MCTD values of the database music, which indicates that the music samples recognized by this paper's 
model have better main melody and chord harmonies, which enables a more accurate evaluation of musical 
performances. 

Table 5: Chord - melody pitch distance contrast 

Model MCTD 

Database 0.92 

S-PSNR 1.33 

Ours 1.42 

CPP-PSNR 0.95  
 

III. E. Subjective evaluation of music 
This section looks at musical melody (M), harmony (H), musical structure (MS) and overall quality (OQ). Using 
recognized music and real music as a control group, we take the average score of 10 people who have studied 
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music to get a score for each song. The total score is 10. The subjective evaluation scores are shown in Table 6, 
the music recognized by the model in this paper to some extent makes it difficult to distinguish the real music from 
the fake one, and it is obviously improved than the other model recognition. 

Table 6: Subjective evaluation score 

Model M H MS OQ 

Database 7.3 7.1 7.9 7.1 

S-PSNR 6.5 6.2 6.7 6.3 

Ours 7.5 7.5 7.3 7.1 

CPP-PSNR 6.9 6.3 6.8 6.9 

 
In summary, the results of evaluation using the intelligent performance evaluation system designed in this paper 

are not much different from the manual evaluation results, and the method in this paper can effectively save the 
time of music performance evaluation and ensure the reliability of the evaluation results. 

IV. Conclusion 
The intelligent performance evaluation system proposed in this paper successfully realizes the efficient combination 
of audio and video data on the basis of multimodal feature fusion. The experimental results show that the system 
performs very well on the OAVQAD dataset, and in the noisy environment, the character error rate (CER) of this 
paper's model is the lowest, which is only 0.32%, and it has a stronger anti-noise ability compared with other models. 
Meanwhile, the model also outperforms other comparative models in pitch features, chord coverage and melody 
recognition, showing high recognition accuracy and robustness. 

In the experiments, the model performs well in terms of convergence speed, and the loss value reaches a low 
level after 21 rounds of training, which fully proves the advantage of the model in the process of feature fusion. In 
addition, the model still maintains a low null rate in the recognition of long-time music sequences, further illustrating 
its effectiveness and stability in practical applications. 

The study shows that the intelligent performance evaluation system combining audio and visual features not only 
significantly improves the evaluation efficiency, but also maintains high recognition accuracy in complex 
environments, providing strong support for intelligent evaluation in future music education and performance. 
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